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Abstract

This survey features three parts. The first one reviews the most recent lit-
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19 pandemic.
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1 Introduction

The COVID-19 pandemic has reinvigorated the discussion on the connection between

uncertainty and the business cycle. Figure 1 displays the evolution of four popular

proxies for uncertainty, i.e., the measures of macroeconomic and financial uncertainty

estimated by Jurado et al. (2015) and Ludvigson et al. (2021b), the Economic Policy

Uncertainty index proposed by Baker et al. (2016), and the VXO, a measure of implied

financial volatility produced by the Federal Reserve Bank of Chicago. These measures

clearly point to a massive increase in uncertainty during the recession, which is con-

firmed by survey data on US (Altig et al. (2021b)) and UK firms (Altig et al. (2021a)).

This level of uncertainty parallels or exceeds (depending on the proxy one considers)

the one recorded during the Great Recession.

Unsurprisingly, since the materialization of the Great Recession the number of stud-

ies aimed at understanding from a theoretical and empirical standpoints the role played

by uncertainty during extreme events and normal times has (almost) exploded. This

survey’s goal is to review the most recent findings on the relationship between uncer-

tainty and the business cycle. With a clear focus on empirical contributions, the survey

covers three main areas: i) the domestic uncertainty-business cycle nexus; ii) global

uncertainty, an area including both studies on spillover effects from hegemon countries

to open economies and investigations on the global uncertainty-global business cycle

relationship; iii) the role played by uncertainty during the COVID-19 pandemic.

Two considerations are in order. First, when referring to theoretical models dealing

with "uncertainty", this survey will in most occasions conceptually refer to a mean-

preserving expected change in the second moment of a distribution. For instance,

we will think of the economy’s response to an expected change in the volatility of a

process (e.g., technology) conditional on an unchanged mean of such a process. Tech-

nically, this concept captures the concept of "risk", because it assumes that agents

know the probability distribution of the possible outcomes (say, the probability of a

better/worse technology materializing in the future). In other words, risk refers to

"known unknowns". Differently, "Knightian" uncertainty (from Knight (1921)) refers

to "unknown unknowns", i.e., to the uncertainty about the probability distribution

generating the data. Recent attempts to empirically distinguish these two concepts

include Bekaert et al. (2013), Rossi et al. (2019), and Bekaert et al. (2021). A second

consideration regards the use of ex-post data realizations as opposed to ex-ante data,

i.e., expectations. While uncertainty obviously refers to future events, many empirical
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contributions have employed measures of realized volatility (e.g., realized stock market

volatility) to approximate uncertainty. In the data, the correlation between these two

concepts is often high. However, at times empirical conclusions drawn by using one or

the other may be dramatically different. For instance, Berger et al. (2020) find that

innovations in realized stock market volatility are followed by contractions, while shocks

to forward-looking uncertainty have no significant effect on the economy.

This survey joins other surveys on uncertainty and the business cycle that have been

offered by various authors in recent times. Our survey’s marginal contribution is the

following. With respect to previous reviews of the literature (Bloom (2014), Castel-

nuovo et al. (2017)), ours offers updates on the role of uncertainty as a driver of the

business cycle that include nonlinear effects of uncertainty shocks (e.g., due to financial

frictions, or the zero lower bound), as well as evidence on the way in which uncertainty

affects policy interventions; reviews the voluminous literature that has investigated the

role of uncertainty spillovers and global uncertainty; and discusses the recent contribu-

tions on the role of uncertainty during the COVID-19 pandemic. Moreover, it covers

recent proposals that aim at identifying uncertainty shocks without imposing zero re-

strictions on the uncertainty-business cycle contemporaneous relationship. Our survey,

which is mostly based on empirical contributions, complements Fernández-Villaverde

and Guerron-Quintana’s (2020), which reviews the theoretical frameworks used to un-

derstand the transmission channels of uncertainty shocks in nonlinear DSGE frameworks

(for a related paper, see Bianchi et al. (2019)). Finally, this paper complements the

one by Cascaldi-Garcia et al. (2021), which offers a thorough review of the different

measures of uncertainty the literature has dealt with, and that of Bloom (2014), which

we update and expand along the dimensions explained above.

The reminder of the paper is structured as follows. Section 2 reviews the main take-

aways of the empirical literature on the business cycle effects of domestic uncertainty

shocks. Section 3 switches to global uncertainty and uncertainty spillovers across coun-

tries. Section 4 focuses on the role played by uncertainty shocks during the COVID-19

pandemic. Section 5 concludes by offering a few ideas for future research.

2 Domestic uncertainty: Ten takeaways

This Section organizes the various contributions to the literature under ten different

takeaways. The classification is somewhat arbitrary, and many papers could easily

belong to more than one category. This being said, let us move to the first category.
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2.1 Uncertainty is countercyclical

The negative correlation between indicators of the business cycle and proxies of un-

certainty is a solid empirical fact. Examples in the literature include financial market

volatility (Bloom (2009)), disagreement amongst professional forecasters (Bachmann

et al. (2013), Sheen and Wang (2019)),1 frequency of newspaper articles that refer to

economic uncertainty (Alexopoulos and Cohen (2015), Baker et al. (2016)), frequency

of uncertainty-related keywords searched on the internet (Castelnuovo and Tran (2017),

Shields and Tran (2019), Bontempi et al. (2021)) or in the Federal Reserve Beige Books

(Saltzman and Yung (2018)), forecast errors about macroeconomic data (Jurado et al.

(2015), Scotti (2016), Rossi and Sekhposyan (2015), and Ludvigson et al. (2021b) for

the US economy, Rossi and Sekhposyan (2017), Moore (2017), Redl (2017), Grimme

and Stöckli (2018), Meinen and Röhe (2017), Garratt et al. (2018), Ismailov and Rossi

(2018), and Tran et al. (2019) for other industrialized countries), survey data (Clark

et al. (2020), Altig et al. (2021b)). Using 100 years of consumption data from 16 OECD

countries, Nakamura et al. (2017) confirm that macroeconomic volatility strikingly in-

creases in periods of lower growth. The countercyclicality of uncertainty is not just

confined to the macro-level territory. In fact, it is robust to using micro-based measures

of uncertainty such as cross-firm stock-return variation (Campbell et al. (2001)), the

dispersion of plant-level shocks to total factor productivity (Kehrig (2015), Bloom et al.

(2018)), cross-firm price changes (Vavra (2014a), Baley and Blanco (2019)), and survey

data (Bachmann et al. (2021)).

A natural question is why uncertainty is countercyclical. As discussed by Bloom

(2014), several interpretations have recently been advanced, but their empirical rele-

vance is still debated. Take the case of financial volatility. One interpretation for its

countercyclicality is that firms take on more debt during recessions, which accentuates

their stock-returns volatility. While this leverage-focused story is appealing, Schwert

(1989) documents a relatively mild contribution of leverage to the rise of uncertainty in

recessions (no more than 10 percent). Countercyclical risk aversion could also be be-

hind the increase in financial uncertainty during busts. However, Bekaert et al. (2013)

show that the movements in the VIX (a measure of expected volatility of the S&P 500

index) are too large to be explained by plausible fluctuations in risk aversion. Baker

1Interestingly, not all measures of disagreement are countercyclical. Falck et al. (2021) show that
disagreement about inflation expectations displays no clear correlation with the US NBER recessions.
They stress this feature as a distinguishing one with respect to the measures of uncertainty present in
the extant literature. For a link between uncertainty and disagreement in a monetary policy model
with rationally inattentive price-setters, see Esady (2019).
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et al. (2019) construct a newspaper-based equity market volatility (EMV) tracker that

correlates with the US implied/realized stock market volatilities. They find that 72%

of the articles behind their EMV measure refer to the macroeconomic outlook, and

35% to macroeconomic policy (mostly fiscal policy). Pastor and Veronesi (2017) point

out that the precision of political signals may affect the relationship between economic

policy uncertainty and stock market volatility. If financial market volatility is the re-

sult of economic policy uncertainty times the precision of political signals, financial

market volatility could fall when signals are imprecise even if economic policy uncer-

tainty remains high. The reason is that investors who are skeptical about politicians’

pronouncements and their link to future policy actions downweight such signals. This

might explain some phases of the Trump administration characterized by high economic

policy uncertainty but low financial market volatility.

Macroeconomic uncertainty has also been found to be countercyclical. Orlik and

Veldkamp (2014) stress that forecasters could be more confident in predicting future

events in normal times than during recessions, above all extreme event-type of recessions

as the 2007-09 one. Forecasters can have troubles predicting how the economy will

fare in the future during economic downturns also because of badly communicated,

hyperactive (or both) macroeconomic policies (Pastor and Veronesi (2012)). Indeed,

the economic policy uncertainty index developed by Baker et al. (2016) scores record-

high levels during the Great Recession and the COVID-19 pandemic.

Berger and Vavra (2019) study two possible sources of the greater dispersion that

many economic variables feature in recessions, i.e., bigger shocks and stronger responses

by agents to acyclically-sized shocks. Using a novel identification strategy related to

price data in an open economy framework, they document a robust and positive re-

lationship between exchange rate pass-through and the dispersion of item-level price

changes. They interpret this relationship in favor of a stronger response during re-

cessions. Kozeniauskas et al. (2018) deal with three different types of uncertainty,

i.e., macro uncertainty (about aggregate shocks), micro uncertainty (about firm-level

shocks), and higher-order uncertainty (about other agents’beliefs when forecasts differ).

They set up a model in which firms estimate the risk of disasters each period before

optimally determining their demand for inputs and level of production. This model is

able to generate macro, micro and higher-order uncertainty which co-vary in a realistic

way. This is due to the fact that disasters arise infrequently, hence their probability is

diffi cult to quantify and disagreement over it may arise. An increase in disaster risk

amplifies forecast errors (macro uncertainty) and disagreements (belief uncertainty),
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and lead firms having divergent forecasts to choose different inputs and obtain different

outputs (micro uncertainty). Hence, time-varying disaster risk may be behind the fluc-

tuations in different types of uncertainty. Bianchi et al. (2019) employ a model featuring

more than one type of uncertainty shocks (a "demand" uncertainty shock, i.e., a shock

to the volatility of household’s preferences, and a "supply" uncertainty shock, which

is a second moment shock to technology). They find that both type of shocks imply

large real contractions and generate increases in term premia, while supply shocks are

relatively more powerful when it comes to explaining inflation and investment.

It is worth noting that the literature has so far largely pointed toward contractionary

effects of uncertainty shocks. This fact is informative, among other things, from a

model-selection standpoint. In fact, DSGE models can predict short-run expansions

in response to jumps in uncertainty. This is the so-called "Oi-Hartman-Abel" effect

discussed by, among others, Bloom (2009, 2014) and Ludvigson et al. (2021b). An

example of this effect is the response of output to an uncertainty shock in a large class

of real business cycle models. Suppose aggregate uncertainty (say, demand uncertainty)

increases. If households are risk-averse, precautionary savings kick in and a reduction in

consumption occurs. This generates an increase in households’marginal utility, which

stimulates labor supply. If the labor demand schedule stays still, employment rises and,

consequently, so does output. Fernández-Villaverde et al. (2015) and Basu and Bundick

(2017) point out that this does not occur when price rigidities are present. In this case,

demand-driven output contracts due to the fall in consumption, which also implies

(under reasonable parameterizations) a fall in hours and investment. A complementary

paper is Born and Pfeifer (2021), which explains why nominal wage rigidities imply that

uncertainty shocks are recessionary.

While the business cycle impact of the "Oi-Hartman-Abel" effect is likely to be small,

a stronger impact of this effect in the long-run could be in place due to the effects of

uncertainty shocks on R&D decisions, which may indeed get boosted when uncertainty

is high (Bloom (2014)). However, from a theoretical standpoint, it is unclear if firms

should actually increase R&D spending in presence of uncertainty. For instance, Bon-

ciani and Oh (2020) propose a new Keynesian model of the business cycle that features

endogenous growth via R&D investment. In presence of uncertainty shocks, precau-

tionary savings and countercyclical price markup work in favor of weakening aggregate

demand (see also Fernández-Villaverde et al. (2015) and Born and Pfeifer (2021)). One

implication is that the degree of utilization of the R&D stock declines. Consequently,

aggregate productivity declines too, and said decline exerts a negative impact in the
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long-run, i.e., cyclical and potential output are both affected. Bonciani and Oh (2020)

show that the way in which one models households’preferences matters. In particular,

if households feature Epstein-Zin preferences, the above-described long-term risk affects

households’contemporaneous consumption choices, therefore exacerbating the business

cycle negative effects of uncertainty shocks. Another observation relates prolonged pe-

riods of low volatility. Danielsson et al. (2018) study the effect of stock market volatility

on risk-taking and financial crises. They do so by constructing a cross-country database

spanning up to 211 years and across 60 countries. They find that prolonged periods of

low volatility anticipate banking crisis. Differently, volatility per se is found to not have

predictive power over banking crisis. These facts are consistent with models in which

low volatility leads to excessive risk taking and balance sheet leverage.

A labor market channel explaining why uncertainty is countercyclical is proposed

by Den Haan et al. (2021). Working with a search-and-matching model, they show

that search frictions per se are not suffi cient for unemployment to increase in response

to an increase in perceived uncertainty by firms. However, when combined with Nash

bargaining-determined wages, they might. Importantly, the authors show that option-

value considerations play no role in the standard model with free entry. Differently, with

a finite mass of entrepreneurs plus heterogeneity in firm-specific productivity, an increase

in perceived uncertainty does affect the option value of waiting, therefore reducing

job creation, increasing unemployment, and contributing to generate a recession. The

labor market plays a central role also in the analysis proposed by Rogantini Picco

and Oh (2020). Working with a model with heterogeneous agents with search and

matching frictions and Calvo pricing, they show that uninsured workers are a mechanism

that magnifies the more moderate real effects of uncertainty shock that one would

find when playing with a standard new Keynesian model. This happens because the

initial reduction in real activity caused by the precautionary saving motive and firms’

upward pricing bias increases the unemployment risk of imperfectly insured households,

therefore strengthening the precautionary saving effect. Then, a feedback loop kicks in,

leading in equilibrium to a large drop in real activity, a negative response of inflation,

and an unequal reaction of consumption among heterogeneous agents, all predictions

consistent with the empirical evidence. Interestingly, Bonciani and Oh (2021) show

that this feedback loop is operative even in presence of the zero lower bound if a central

bank can follow a Taylor rule calibrated in a standard manner and engineer a negative

interest rate, but not necessarily under optimal policy.
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2.2 Identifying uncertainty shocks is diffi cult

Uncertainty shocks having recessionary effects can generate the countercyclicality ob-

served in the data. On the other hand, first-moment shocks affecting the business cycle

can affect uncertainty. One possible story for a reverse causal link relating the business

cycle and uncertainty is price experimentation by firms that search for information re-

garding their optimal mark-up (Bachmann and Moscarini (2012)). A related paper is

Bachmann and Bayer (2013). They show that a model with correlated risk and pro-

ductivity shocks matches the data - i.e., the output response to an uncertainty shock

- better than a model with risk shocks only. Ilut and Saijo (2021) propose a frame-

work in which firms face Knightian uncertainty about their profitability and learn it

through production. Via the feedback between economic activity and uncertainty, the

model generates co-movement driven by demand shocks, with dynamics that are more

powerful with respect to those predicted by standard new-Keynesian frameworks. Fa-

jgelbaum et al. (2017) also appeal to a learning mechanism in a model where uncertainty

is endogenous. In their framework, higher uncertainty about fundamentals discourages

investment. In phases where little action is present (recessions), agents learn less rapidly

over technology, and uncertainty can remain high for a long time. Hence, short-lived

shocks can generate long-lasting recessions. In this environment, uncertainty traps can

occur, i.e., self-reinforcing episodes of high uncertainty and low activity can materialize.

Fajgelbaum et al. (2017) show that their learning mechanism is relevant to replicate the

evolution of uncertainty and the large drop in real activity during the Great Recession.

While Fajgelbaum et al.’s (2017) model does not feature credit frictions, Straub and

Ulbricht (2021) show that such frictions may exacerbate the uncertainty-real activity

loop and contribute to produce even larger and longer lasting recessionary effects.

The endogeneity of uncertainty and the business cycle is a challenging issue to tackle

when it comes to identifying the causes and consequences of exogenous variations in

uncertainty and output. Recently, some researchers have tried to solve this identifica-

tion issue by focusing on different types of macroeconomic uncertainty. In particular,

researchers have attempted to understand the different information contents of macro-

economic and financial uncertainty. This is what we turn next.

Ludvigson et al. (2021b) use a set of narrative restrictions to separately identify

financial and macroeconomic uncertainty shocks in a VAR context. They document a

negative response of real activity to a jump in financial volatility. Importantly, they

show that the reverse is not true, i.e., first-moment shocks are not found to cause a re-
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sponse in financial volatility (a similar result can be found in Lütkepohl and Milunovich

(2016)). Related results are those by Casarin et al. (2018), who find stronger business

cycle effects when focusing on financial uncertainty as opposed to macroeconomic un-

certainty, and by Ma and Samaniego (2019), who work with industry-level data and find

that financial uncertainty precedes uncertainty in the rest of the economy. The reces-

sionary effects of financial shocks have also been documented by, among others, Bloom

(2009), Caggiano et al. (2014), Carriero et al. (2015), Leduc and Liu (2016), and Basu

and Bundick (2017). Interestingly, Ludvigson et al. (2021b) find that shocks identified

with measures of macroeconomic uncertainty do not trigger a drop in real activity. If

anything, an unexpected hike in macroeconomic uncertainty is found to be followed

by a short-lived expansion. This result could be related to the "Oi-Hartman-Abel"

described in Section 2.1. Ludvigson et al. (2021b) stress the role that macroeconomic

uncertainty plays in amplifying the effects of first-moment shocks and second-moment

financial disturbances.

Other recent empirical findings suggest that the Ludvigson et al. (2021b) result is

not written in stone. Building on Bacchiocchi and Fanelli (2015) and Bacchiocchi et al.

(2018), Angelini et al. (2019) exploit the heteroskedasticity in Ludvigson et al.’s (2021)

measures of financial and macroeconomic uncertainty and that of indicators of the US

business cycle to identify uncertainty and first-moment shocks. They find both financial

and macroeconomic uncertainty to be drivers of the business cycle. Using instruments

to identify exogenous variations of the business cycle, Angelini and Fanelli (2019) model

the same dataset and find similar results. Carriero et al. (2019a) develop a structural

VAR with stochastic volatility in which past and contemporaneous uncertainty can

affect the business cycle, and contemporaneous realizations of the business cycle are

allowed to have a feedback effect on uncertainty. Shocks to macroeconomic and financial

uncertainty are found to be recessionary. However, while macroeconomic uncertainty

is found to be exogenous, financial uncertainty is found to be affected by the levels of

contemporaneous business cycle indicators. Digging deeper, Carriero et al. (2019a) find

that Ludvigson et al.’s (2019) results are not robust to using alternative, still plausible,

sets of identifying restrictions to isolate financial and uncertainty shocks. A response

to Angelini et al. (2019) and Carriero et al. (2019a) is contained in Ludvigson et al.

(2021b). Finally, Forni et al. (2021b) also find macroeconomic uncertainty shocks to be

relatively more powerful drivers of the business cycle than financial uncertainty shocks.

One important implication of the investigations cited above is that the recursive

identification strategy often used by the literature is questionable. One way to achieve
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identification is to work with instruments for exogenous movements in uncertainty. A

recent example is Piffer and Podstawski (2018). They exploit variations in the price

of gold around uncertainty-related events to construct a proxy for uncertainty shocks.

Then, they identify uncertainty and news shocks in a proxy SVAR and compare results

to the recursive identification. They find the so-instrumented uncertainty shocks to be

drivers of the US business cycle. Moreover, they find that uncertainty shocks identified

recursively look more like news shocks. Alessandri et al. (2020) identify exogenous vari-

ations in uncertainty by working with an instrument constructed by isolating changes

in expected financial volatility around FOMC dates that are not related to variations

in the underlying price. Their VAR analysis attributes 20% of the observed volatility

in the US employment and industrial production to uncertainty shocks. These findings

suggest that VAR identification schemes alternative to the often used triangular zero

restrictions are likely needed for a correct quantification of the macroeconomic effects

of uncertainty shocks. Following the identification strategy proposed by Antolín-Díaz

and Rubio-Ramírez (2018) for first-moment shocks, Redl (2020) identifies macro un-

certainty shocks for 11 advanced nations via the imposition of restrictions on the sign

of the shocks around political events, and financial shocks with financial stress dur-

ing financial crises. He finds that macro uncertainty shocks matter for the majority

of countries and that the real effects of macro uncertainty shocks are generally larger

conditioning on close elections. A complementary paper is Rivolta and Trecroci (2021),

who employ sign restrictions in a model featuring uncertainty proxies and the excess

bond premium (EBP) measure proposed by Gilchrist and Zakrajšek (2012) to identify

uncertainty shocks in the US and their effects on emerging economies. Brianti (2020)

separately identifies financial and uncertainty shocks using a novel identification ap-

proach that crucially relies on the qualitatively different responses of corporate cash

holdings to an uncertainty shock (that pushes firms to increase their cash holdings for

precautionary reasons) vs. a first-moment financial shock (that leads firms to reduce

cash reserves as they lose access to external finance). Such predictions are provided

by a theoretical model built up by the author himself. He finds uncertainty shocks to

explain about 20% of the forecast error variance of real GDP, while financial shocks

explain about 40% of it. A related paper is Benati (2019), who is concerned with the

role played by shocks to Baker et al.’s (2016) economic policy uncertainty (EPU) in

driving the US, Canadian, UK, and Euro area business cycles. He finds that it is cru-

cial to separately identify uncertainty and financial shocks to correctly quantify the real

impact of the former ones. He then achieves separate identification of these two shocks
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by requiring the uncertainty (financial) shock to i) explain as much (little) as possible

of the forecast error variance decomposition of EPU, and as little (much) as possible of

that of EBP. He finds EPU shocks to have substantial effects on the US unemployment

rate.

Binding and Dibiasi (2017) exploit a discontinuity in the exchange rate management

implemented by the Swiss National Bank on January 2015 - said central bank suddenly

and unexpectedly removed the lower exchange rate bound vs. the Euro - to gauge

the response of a battery of Swiss real activity indicator to the jump in exchange

rate uncertainty that followed this policy change. Working with survey data, they

show that uncertainty had a negative effect on investment in durable goods, something

that they interpret as an optimal response by firms according to the "wait-and-see"

theory. However, expenditures in R&D increased after the policy change, an evidence

which can be rationalized via growth-option effects. They then conclude that focusing

on aggregate capital formation may mask important heterogeneities when it comes to

understanding the response of investment to an uncertainty shock. Exploiting again

survey data on Switzerland, Abberger et al. (2018) investigate the role played by the

uncertainty affecting firms after that a referendum to invalidate the Swiss-EU agreement

on freedom of movement was supported by 50.3% of the population in February 2014.

Working with firm-level panel data covering the 2009—2015 plus data on two surveys

administered shortly after the vote, the authors examine the effects of the inducted

policy uncertainty on investment by Swiss firms. They find compelling evidence that

uncertainty dampened investment by exposed firms (in particular, those engaging in

irreversible investment) by as much as one quarter in the two years following the vote.

If anything, exposed firms that are not affected by irreversibilities increased investment

in the year after the vote. Aggregation biases may also affect the identification of

uncertainty shocks. For instance, Paccagnini and Parla (2021) work with a Bayesian

approach which enables to mix high-frequency financial volatility data with low(er)

frequency macroeconomic indicators. They find the real activity response estimated

with their mixed-frequency approach to be milder than the one estimated with data

available at a lower frequency.

A diffi cult distinction to draw is that between news shocks and uncertainty shocks

in VAR investigations, as pointed out by Cascaldi-Garcia and Galvão (2021). They

document this diffi culty by showing that identifying such shocks one at a time - some-

thing often done in the literature - leads to obtaining proxies for these shocks that are

correlated. Hence, the so-identified shocks are in fact convolutions of truly structural

11



shocks. This calls for an identification strategy able to separate news and uncertainty

shocks. Cascaldi-Garcia and Galvão (2021) propose to separately identify them by

maximizing the respective forecasting error variances of productivity and observed un-

certainty using the same reduced-form vector autoregressive model. They find that the

so "purged" news shocks (which are obtained by removing the financial uncertainty

shocks component) generate stronger positive responses of economic activity, while the

negative responses to financial uncertainty shocks are deeper in the medium term, some-

thing which is explained by the absence of "good uncertainty" (news-related) effects on

technology.

A challenge in quantifying and interpreting the business cycle effects of uncertainty

shocks is that of defining the shocks of interest in the first place. In empirical studies

(e.g., VAR studies), uncertainty shocks are often conceptually different with respect to

those modeled within the context of DSGE frameworks. For instance, in many VAR-

based studies uncertainty is modeled using proxies or indicators such as the implied

or realized volatility of stock market returns. On the other hand, DSGE frameworks

often model uncertainty shocks as second-moment shocks capturing innovations to the

volatility of stochastic processes, e.g., of technology and/or households’discount fac-

tor. Hence, a gap between theory and empirics tends to be present in the literature.

Part of the reaction to this gap has been that of building up models that match the

empirical evidence better. For instance, Fernández-Villaverde et al. (2015) estimate fis-

cal policy rules with time-varying volatility to recover fiscal uncertainty shocks. They

use such shocks as "observables" in a VAR to estimate the business cycle effects of

fiscal uncertainty. Then, they feed the estimated fiscal rules into a medium-scale new

Keynesian model of the business cycle and match its impulse responses with those of

the VAR. Hence, conceptually, in this paper the VAR and the DSGE framework refer

to the same uncertainty object. Another example is Basu and Bundick (2017), who

estimate a VAR in which uncertainty is captured by the VXO. Then, they propose a

nonlinear micro-founded DSGE framework in which the uncertainty shock is a shock to

households’discount factor. However, their model also features equities whose returns’

implied volatility - which is, the "model-implied VXO" - can be meaningfully matched

to the response of the VXO in the VAR to calibrate the size of the uncertainty shock

in their framework.2

2To be precise, they estimate their DSGE framework by matching the impulse responses of a battery
of macroeconomic indicators (VXO included) as well as some selected moments. Also, their VAR works
well as an auxiliary model in their direct inference approach because the uncertainty shock in their
model turns out to be the relevant driver of the volatility of the model-implied VXO. In other words,
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A different, somewhat complementary reaction to the diffi culty of matching theoreti-

cal and empirical concepts regarding uncertainty has been that of constructing different

measures of uncertainty with the same empirical strategy and study the similarities

and differences among them. A prominent example is the paper by Ludvigson et al.

(2021b). Building on Jurado et al. (2015), Ludvigson et al. (2021b) employ a data-rich

approach and a state-of-the-art empirical framework to model the common volatility of

the unpredictable components of a large number of US time series. Their measures of

financial and macroeconomic uncertainty (which are plotted in Figure 1 of this paper)

as well as their estimate of real uncertainty offer different interpretations of the concept

of uncertainty depending on the data they are built upon. Studying the heterogeneities

in these measures is important to have a sense on how uncertainty originates in an

economic system. At the same time, similarities in these series (e.g., the peak they

all display during the great recession) document robust stylized facts that macroeco-

nomic models should ideally be able to replicate, perhaps with a broad, encompassing

"uncertainty shock" concept.

Before closing this takeaway, it is worth noting that survey data on households may

be fruitfully employed to identify the effects of uncertainty shocks. Coibion et al. (2021)

quantify the effects of exogenous changes in the level of macroeconomic uncertainty per-

ceived by European households on their spending decisions. To achieve identification,

they employ randomized information treatments that provide different types of inflation

on the first and second-moments of future economic growth. In this way, they generate

exogenous changes in households’ perceptions of macroeconomic uncertainty. Then,

they use follow-up surveys to compare treated households’spending decisions with re-

spect to those of the control group. They find that higher macroeconomic uncertainty

induces households to reduce their spending on different types of goods (non-durables,

durables, services). They also find that uncertainty reduces households’investment in

mutual funds.

Identification of uncertainty shocks is likely to represent a florid research territory

for the years to come.

2.3 Uncertainty is harmful for trade

Uncertainty shocks have been documented to be one of the drivers of trade. Using

US data, Novy and Taylor (2020) show that, in response to a jump in the VXO, both

the other two shocks they model - a first-moment disturbance to the discount factor, and a first-moment
technology shock - are only marginally important for the volatility of the model-implied VXO.
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industrial production and imports decline, but the peak response of the latter is about

5 times larger. Using a model of international trade that assumes higher fixed costs

associated to imports of foreign inputs with respect to domestically produced ones, they

show that firms optimally adjust their inventories by cutting their foreign orders more

in response of an increase in uncertainty. In the aggregate, this response leads to a

bigger contraction in international trade flows than in domestic economic activity.

Interestingly, the response of trade of uncertainty shocks is actually unclear from a

theoretical standpoint, because different channels can be at work. Baley et al. (2020)

work with a trade model with information frictions. In equilibrium, hikes in uncertainty

increase both the mean and the variance in returns to exporting. This implies that trade

can increase or decrease with uncertainty depending on preferences. Higher uncertainty

may lead to increases in trade because agents receive improved terms of trade, partic-

ularly in states of nature where consumption is most valuable. Trade creates value,

in part, by offering a mechanism to share risk and risk sharing is most effective when

both parties are uninformed. Different conclusions are reached by Handley and Limão

(2017), who examine the impact of policy uncertainty on trade, prices, and real income

through firm entry investments in general equilibrium. They estimate and quantify

the impact of trade policy on China’s export boom to the United States following its

2001 WTO accession. They find the accession reduced the US threat of a trade war,

which can account for over one-third of that export growth in the period 2000-2005.

Reduced policy uncertainty lowered US prices and increased its consumers’income by

the equivalent of a 13-percentage-point permanent tariff decrease. Maggi and Limão

(2015) study the conditions under which trade agreements are desirable because they

work in favor of reducing trade-policy uncertainty. They find that this is likely to hap-

pen when economies are more open, export supply elasticities are lower and economies

more specialized. Governments have stronger incentives to sign trade agreements when

the trading environment is more uncertain. Ahir et al. (2019) constructs a World Trade

Uncertainty (WTU) index on the basis of the frequency of keywords related to trade,

tariffs, trade agreements and organizations present in the Economist Intelligence Unit

(EIU) country reports. Their quarterly index covers 143 countries from 1996 onwards.

They note that, after having remained relatively stable for about 20 years, the index

has dramatically increased since 2016. According to their estimates, the increase in

trade uncertainty observed in the first quarter could be enough to reduce global growth

by up to 0.75 percentage points in 2019.

While the question on the relationship between uncertainty and trade is still an open
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one, our understanding is that the empirical evidence cumulated so far tends to speak

in favor of a negative relationship. Caldara et al. (2020) construct various measures

of trade policy uncertainty (TPU) by exploiting information coming from newspapers,

firms’earnings conference calls, and data on tariff rates. Then, they work with local

projections and VAR analysis to quantify the effects of TPU shocks on investment and

real activity using firm-level as well as macroeconomic data. They find a one-standard

deviation increase in TPU uncertainty to imply a reduction in investment of about -2%

over one year. They interpret this fact via a two-country general equilibrium model fea-

turing nominal rigidities and firms’export participation decisions. The model predicts,

very much like the data, that news and increased uncertainty about higher future tariffs

are contractionary. Constantinescu et al. (2019) exploit EPU data for 18 countries and

24 years and estimate the effects of jumps in EPU for global trade in a panel setting. A

one percent increase in uncertainty is associated with a 0.02 percentage point reduction

in the growth of goods and services trade. Given the huge increase in policy uncer-

tainty since mid-2018, such estimate implies that up to one percentage point decline in

world trade growth may be attributed to policy uncertainty. All in all, the literature

seems to be converging toward an agreement on the negative role that uncertainty has

on trade and the business cycle. However, as stressed by Constantinescu et al. (2019),

the type of uncertainty one considers matters. In fact, while finding a clearly negative

relationship between EPU and overall trade, they also find that the relationship be-

tween uncertainty and trade is much more blurred if one considers the proxy for trade

uncertainty recently developed by Ahir et al. (2022). Constantinescu et al. (2019) point

out that the reason for this different evidence may rely on the way trade uncertainty

is constructed. First, the measure constructed by Ahir et al. (2022), which is based on

the presence of the words "uncertainty" and "trade" in proximity within press articles,

does not distinguish between negative and positive uncertainty realizations (e.g., the

conclusion of a new trade liberalization agreement could be confounded with a jump in

uncertainty). Second, an increase in trade uncertainty affecting certain countries (say,

the US and China) could actually be beneficial for other countries due to uncertainty-

induced trade diversion. The improvement on the existing uncertainty indicators is

certainly a necessary step to do in the future.

2.4 The impact of uncertainty on inflation is uncertain

Leduc and Liu (2016) conduct a VAR analysis and find that jumps in uncertainty exert
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demand shock-type of effects, i.e., they increase unemployment and decrease inflation.

They interpret this result with a new Keynesian model featuring sticky prices and

frictions on the labor market. Haque and Magnusson (2021) find that this conclusion

is robust to admitting parameter instability in a VAR modeling inflation, uncertainty,

and a battery of other macroeconomic indicators. Going back to Leduc and Liu’s

(2016) framework, Fasani and Rossi (2018) show that the negative response of inflation

in their model can become positive when modeling interest rate inertia. In particular,

degrees of interest rate smoothing in line with the Taylor rule-related empirical evidence

(see Clarida et al. (2000), Castelnuovo (2003, 2007), Coibion and Gorodnichenko (2011,

2012), and Ascari et al. (2011), among others) lead to an increase in both unemployment

and inflation, a response typically associated to a supply shock.

Theoretically, in models featuring price rigidities the sign of the response of inflation

to an uncertainty shock is a-priori unclear due to the joint presence of two channels.

On the one hand, the standard demand channel would imply a deflationary response

to an uncertainty shock given its negative effects on real activity in most models of

the business cycle (for an example of this mechanism driven by precautionary savings,

see Basu and Bundick (2017)). On the other hand, firms subject to price stickiness

have the incentive to set prices above the level they would target in absence of uncer-

tainty to avoid losing profits in case favorable economic conditions realize in the future

(Fernández-Villaverde et al. (2015), Mumtaz and Theodoridis (2015), Basu and Bundick

(2017)). An analysis on the relative role of price vs. wage stickiness is proposed by Born

and Pfeifer (2021).

Given that these models’predictions on the response of inflation to an uncertainty

shock can change depending on their calibrations, guidance from empirical analysis is

needed. As noted earlier, Leduc and Liu (2016) find uncertainty shocks to be defla-

tionary. However, working with a nonlinear VAR framework, Alessandri and Mumtaz

(2019) find them to be inflationary in normal times, although deflationary during finan-

cial crisis. Meinen and Röhe (2018) estimate SVAR models with sign restrictions and

focus on the response of inflation to financial and uncertainty shocks in the US and Euro

area. They find such response to be ambiguous. De Santis and Van der Veken (2021)

separately identify uncertainty and financial shocks in their VAR analysis by imposing

a mix of sign and narrative restrictions. They find that uncertainty shocks are reces-

sionary but inflationary, while financial shocks are recessionary and deflationary. Lopez

and Mitchener (2021) analyze uncertainty during the post-WWI period. They relate

such uncertainty - particularly high in Germany, Austria, Poland, and Hungary - to the
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protracted political negotiations over reparations payments, the apportionment of the

Austro-Hungarian debt, and border disputes. They find a strong association between

jumps in exchange rate uncertainty (a proxy for political uncertainty) and hyperinfla-

tion. Differently, in countries whose economic fundamentals at that time were similar

but uncertainty was substantially lower (such as, e.g., France and the Netherlands),

hyperinflation did not materialize.

An in-depth analysis on the transmission channels operating in a new-Keynesian

model with nominal rigidities and search-and-matching frictions on the labor market

and the effect of uncertainty shocks on inflation via such channels is offered by Freund

and Rendahl (2020). Oh (2020) shows that the response of inflation to an uncer-

tainty shock may depend on the structural source of price rigidity one relies upon when

working with a new Keynesian framework, i.e., Rotemberg-type and Calvo-type price

rigidities. He shows that these two schemes generate different dynamics in response

to uncertainty shocks, with inflation responding positively under Calvo (due to pre-

cautionary pricing) and negatively under Rotemberg. This calls for an investigation

on the relative importance of these two schemes when it comes to modeling rigidities

in a given economy (for an example with US data, see Ascari et al. (2011)). Turn-

ing to open economies, Ghironi and Ozhan (2020) show that interest rate uncertainty

can discourage short-term inflows via portfolio risk and precautionary saving channels,

while a markup channel generates net foreign direct investment-inflows under imperfect

exchange rate pass-through. The authors investigate the effects of policy uncertainty

across different scenarios (irreversible foreign direct investments, different currencies

related to export invoicing, different degrees of risk aversion of outside agents, and the

presence of an effective lower bound in the rest of the world). A common prediction

of Ghironi and Ozhan’s model is that policy uncertainty is inflationary. More work is

needed to understand the response of inflation to uncertainty shocks.

A note related to the response of inflation to uncertainty is the role that uncer-

tainty plays in inducing price rigidity. Ilut et al. (2020) employ an ambiguity aversion

framework to rationalize price rigidity. The story goes as follows. Firms are uncertain

about their competitive environment. This uncertainty implies two things. First, firms

have to learn about the shape of their demand function from past observations of the

quantities they sold. Because of this learning process, kinks in the expected profit func-

tion materialize in correspondence of previously observed prices, making those prices

both sticky and more likely to realize again,. Second, nominal rigidity arises as an

implication of uncertainty about the relationship between aggregate and industry-level
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inflation. Working with an estimated version of their model, Ilut et al. (2020) show that

their framework is able to match a variety of micro-level pricing facts that are typically

challenging to match jointly. Another implication of their model is that nominal shocks

generate larger real effects than in standard models.

2.5 The effects of uncertainty shocks are state-dependent

Caggiano et al. (2014), Nodari (2014), Caggiano et al. (2017a), Chatterjee (2019a),

Colombo and Paccagnini (2021), and Caggiano et al. (2022) find that the effects of

uncertainty shocks are stronger when an economy is already in a low-growth state.

This might be due to the fact that recessions are associated with a tightening of finan-

cial conditions (Alessandri and Mumtaz (2019)) or an increase in uncertainty (Jackson

et al. (2018)). Another possible explanation regards the labor market. Cacciatore

and Ravenna (2021) employ a theoretical model featuring matching frictions in the

labor market and an occasionally binding constraint on downward wage adjustment.

They show that the effects of uncertainty shocks are in line with those documented

by the empirical papers cited above. Pellegrino et al. (2022) work with a nonlinear

Interacted VAR à la Pellegrino (2018, 2021) and a narrative identification strategy to

estimate the effects uncertainty shocks during the Great Recession. They find them to

be substantially larger than in normal times, and interpret this fact via an estimated

nonlinear DSGE model in which risk aversion is large (for related contributions, see

Bretscher et al. (2018) and Caggiano et al. (2021b)). Then, they run counterfactual

simulations and show that the more aggressive monetary policy response to business

cycle fluctuations (with respect to the one estimated to be in place in normal times)

successfully curbed the output loss that would otherwise materialize. Andreasen et al.

(2021) use a similar nonlinear framework and identification strategy to separate the

effects of uncertainty shocks in recessions vs. expansions. They find them to be sig-

nificantly larger in recessions. Working with an estimated nonlinear DSGE framework

with recursive preferences and sticky prices approximated at a third order around the

stochastic steady state (the proposed solution of such a model represents a contribu-

tion to the literature per se), they show that firms’stronger upward nominal pricing

bias in recessions - due to higher inflation volatility and a higher stochastic discount

factor - is behind the larger impact of uncertainty shocks on real activity when out-

put growth is low. A somewhat related paper is Diercks et al. (2020). They show

that sequences of uncertainty shocks - an hypothesis they support with an empirical
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analysis - may importantly exacerbate the severity of recessions in a model in which

a state-dependent precautionary motive is present. They also show that, in a model

approximated around the deterministic steady-state, such a state-dependence arise just

when the approximation is taken at least up to the fourth order. Dibiasi (2018) extends

Bloom et al.’s (2018) model to accommodate for time-varying irreversibility, which he

empirically documents to be countercyclical (i.e., the degree of irreversibility is larger in

recessions). He then shows that the just-mentioned micro-founded real business cycle

model goes a long way in replicating the stronger real effects of uncertainty shocks found

in the literature exactly thanks to the time-varying degree of irreversibility present in

his model. State-dependence complements the time-dependent analysis on the real ef-

fects of uncertainty shocks that some authors have recently put forth (see, e.g., Mumtaz

and Theodoridis (2018)). Turning to the oil market, Nguyen et al. (2021) investigate

the uncertainty-dependent and sign-dependent effects of supply, aggregate demand and

oil-specific demand shocks. Working with a nonlinear framework that allows for these

shocks to have different effects in regimes characterized by different levels of oil price

uncertainty, they find that both supply shocks and oil-specific demand shocks have neg-

ligible impacts in periods of low oil price uncertainty, but they have sizeable effects in

a high-oil-price-uncertainty regime.

In a "new normal" characterized by historically low interest rates, what is the role

played by the zero lower bound for the real effects of uncertainty shocks? Johannsen

(2014), Fernández-Villaverde et al. (2015), Nakata (2017), Basu and Bundick (2017),

and Seneca (2018) propose new-Keynesian frameworks in which the zero lower bound

acts as a magnifier of the real effects of uncertainty shocks due to the inability of the

central bank to set the real interest rate as low as desired. Caggiano et al. (2017b)

employ a nonlinear VAR to study normal times vs. the zero lower bound phase in the

US. They confirm that uncertainty shocks have larger effects on output, consumption,

and above all investment when the federal funds rate is constrained below. Haque et al.

(2021) employ a time-varying parameter VAR to investigate the effects of financial

uncertainty shocks on investment. They find such effects to be larger in presence of the

zero lower bound than during the great moderation. This evidence is in line with the one

proposed by recent research studying the effects of first-moment macroeconomic shocks

in presence of the zero lower bound (Liu et al. (2019)). (For contrasting evidence,

see Debortoli et al. (2019) and Swanson (2019).) Going back to uncertainty shocks,

Castelnuovo and Tran (2017) compare the real activity effects of uncertainty shocks

constructed by appealing to information related to Google searches. They find that
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such shocks are much more damaging in the US than in Australia. Castelnuovo and

Tran (2017) propose the absence of recessions and zero lower bound-type of events in

Australia as possible interpretations for the different real effects of uncertainty shocks

in these two countries. A natural question is how to conduct monetary policy when it

comes to tackling the effects of uncertainty shocks in presence of the zero lower bound.

This issue is investigated by Basu and Bundick (2015), who stress the importance of

tracking the fluctuations in the real natural interest rate with the policy rate in response

to an uncertainty shock.

It is worth noting that the literature cited so far has been after the cyclical effects

of uncertainty shocks. However, a different strand of the literature has attempted to

tackle puzzles in the data that relate to the medium-term cycles. Bianchi et al. (2018)

find that post-WWII US data show distinct patterns of comovements between stock

prices, debt issuance and shareholder payout not only at a cyclical level, but also at

medium-term cycle frequencies. The latter fact is not easily replicable with standard

macro-finance frameworks. Interestingly, Bianchi et al. (2018) show that an ambiguity

aversion interpretation of the data is possible. In other words, one can assume that:

i) the representative household be averse to Knightian uncertainty (ambiguity) and

choose asset holdings to keep a worst case expected return on equity aligned with the

riskless interest rate; ii) the representative firm face adjustment costs that encourage

dividend smoothing and an upward sloping marginal cost of debt, i.e., issuing additional

debt be cheaper than raising equity at low levels of debt, but eventually become more

expensive as debt increases. Shareholders maximize the value of the firm by choosing

both optimal investment and determining optimal leverage and payout ratios. Bianchi

et al. (2018) investigate the response of households and firms to variations in uncertainty,

and show that changes in uncertainty endogenously generate the short and medium-

run comovement of stock prices, debt and payout observed in the data. Importantly,

dropping ambiguity aversion is shown to make the model significantly worse in fitting

the dynamics of the data, in particular those of payout and equity value.

2.6 Financial frictions amplify the real effects of uncertainty
shocks

The interaction between financial frictions and volatility shocks has been investigated

both theoretically and empirically. Christiano et al. (2014), Gilchrist et al. (2014),

Bonciani and van Roye (2016), Arellano et al. (2019), Brand et al. (2019), Alfaro et al.
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(2019), Chatterjee (2019b), and Chatterjee et al. (2020) build up models in which risk

shocks interact with financial frictions of different sorts. While the details of the models

differ, the robust message across them is that financial frictions magnify the effects of

bursts in uncertainty. However, no agreement has been reached yet on the size of the

"finance-uncertainty multiplier", which - as defined in Alfaro et al. (2019) - captures

the additional output effects due to financial frictions that materialize after a exogenous

increase in uncertainty. Alfaro et al. (2019) find that adding financial frictions to an

otherwise standard real business cycle model featuring real option effects roughly dou-

bles the negative impact of uncertainty shocks on investment and hiring. Gilchrist et al.

(2014) work with a dynamic stochastic general equilibrium (DSGE) framework featur-

ing heterogeneous firms that face time-varying idiosyncratic uncertainty, irreversibility,

nonconvex capital adjustment costs, and financial frictions. They find that, without

financial frictions, uncertainty shocks would have little effects on the business cycle.

Arellano et al. (2019) build up a model in which hiring inputs is risky because financial

frictions limit firms’ability to insure against shocks. Consequently, a jump in idiosyn-

cratic volatility induces firms to reduce their inputs to optimally manage risk. They find

that, if firms had access to complete financial markets, an increase in the volatility of

persistent productivity shocks would actually lead to an increase in aggregate employ-

ment due to the reallocation of resources to the most productive firms, a reallocation

which would generate an economic boom.

The contributions cited above speak in favor of modeling uncertainty and finan-

cial frictions in empirical frameworks. Caldara et al. (2016) employ a penalty function

approach to identify financial conditions and uncertainty shocks in a VAR context.

They find that, even after controlling for financial conditions and identifying financial

shocks, uncertainty shocks are an important source of macroeconomic disturbances, in

particular when financial conditions are tight. Furlanetto et al. (2019) work with a sign-

restriction identification strategy which crucially relies on the information contained in

the response of the ratios of variables (e.g., financial conditions over uncertainty) for

separately identify first and second-moment shocks. Their VAR produces a response

of investment to an uncertainty shock which features the drop-rebound-overshoot dy-

namics as in Bloom (2009). Caggiano et al. (2021a) exploit the different behavior of

EBP during the Black Monday (where it decreased) vs. the great recession (where it

increased) to separate EBP shocks from financial uncertainty shocks (financial volatility

increased in both events). Moreover, they use ratio restrictions to separately identify

shocks to financial uncertainty and shocks to macroeconomic uncertainty. Working
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with counterfactual simulations that assume that uncertainty shocks do not have an

impact on EBP, and contrasting the counterfactual response of real activity to the fac-

tual one (which is consistent with a positive increase in the cost of credit in response to

an uncertainty shock), they estimate the finance uncertainty multiplier to be equal to

2. Reassuringly, in spite of the striking differences in the two econometric approaches

used by the authors, this estimate lines up with the one by Alfaro et al. (2019). Choi

et al. (2018) use a difference-in-difference approach to study the impact of changes in

aggregate uncertainty on productivity growth in 25 industries based in 18 advanced

economies. They find that productivity growth falls more in industries that depend

heavily on external finance. Choi and Yoon (2019) model a century of US data and

show that, when the response of the BAA-AAA financial spread to an EPU shock is

shut down, the negative output effects triggered by such shocks are milder. A similar

result is found by Bordo et al. (2016), who focus on the role of banking frictions and

find them to be relevant for the transmission of EPU shocks.

Nonlinear effects of uncertainty shocks due to credit or financial frictions more in

general have been documented by a few authors. Alessandri and Mumtaz (2019) em-

ploy a regime-switching VAR framework to understand if a finance-uncertainty multi-

plier is present in the data. They find the real effects of uncertainty shocks to be six

times larger when a financial crisis is in place with respect to when financial markets

function normally. Lhussier and Tripier (2021) show that the differences in dynamics

across stressed vs. normal financial regimes may be due to agents’expectations around

regimes switches, with pessimistic expectations about future financial acting as ampli-

fier of the contractionary effects of uncertainty shocks. Popp and Zhang (2016) use a

smooth-transition factor-augmented vector autoregression and a large monthly panel

of US macroeconomic and financial indicators to model possibly nonlinear effects of

uncertainty shocks. They find such a shock to exert adverse effects on the real economy

and financial markets, in particular in recessions, due to financial frictions. Turning to

micro-data, Alessandri and Bottero (2020) investigate the response of the supply of bank

credit to changes in economic uncertainty by working with a rich monthly dataset that

includes all loan applications submitted by a sample of 650,000 Italian firms between

2003 and 2012. An increase in aggregate uncertainty is documented to: i) decrease

banks’likelihood to accept new credit applications; ii) lengthen the waiting time faced

by firms before their loans is released; iii) make banks less reactive to changes in the

short-term interest rate (something that weakens the banking channel of monetary pol-

icy). All else being equal, uncertainty exerts a stronger impact on poorly capitalized
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lenders and geographically distant borrowers.

Mapping these findings back to theoretical models singling out why financial frictions

affect the real effects of uncertainty shocks is a promising avenue for future research.

Also, future research will hopefully be informative on the relative importance of uncer-

tainty shocks vs. other shocks in presence of financial frictions (e.g., news shocks as in

Görtz et al. (2020) and Cascaldi-Garcia and Galvão (2021)), which is relevant from a

modeling as well as policy standpoint.

2.7 Uncertainty shocks exert stronger effects in developing
countries

Developing countries experience more volatile business cycles than developed ones. Ko-

ren and Tenreyro (2007) point out three reasons to interpret this fact. First, developing

countries tend to have less diversified economies. For instance, they produce and export

less products, so their economies are more exposed to demand fluctuations for those

goods. In other words, they have a less diversified portfolio of products, and such port-

folio bears a higher risk. Second, part of the goods they trade are commodities, whose

prices are pretty volatile. Third, developing countries are more subject to shocks such

as coups, revolutions, wars, natural disasters, and have less effective stabilizing macro-

economic policies. Koren and Tenreyro (2007) perform a volatility-accounting analysis

and find that the choice of specializing in more volatile sectors account for roughly fifty

percent of the difference in volatility between developing and developed countries, while

more frequent and severe aggregate shocks explains the remaining fifty percent.

What do we know about the effects of uncertainty shocks in developing countries?

Chatterjee (2019a) finds that they trigger sharper declines in consumption, investment,

GDP and a stronger countercyclical response in trade-balances in emerging countries

compared to advanced economies. In a related paper, Chatterjee (2019b) interprets

this fact with a higher degree of financial frictions estimated for the set of emerging

economies she consider. Bhattarai et al. (2020) study the spillover effects of US un-

certainty shocks in a panel VAR of fifteen emerging market economies (EMEs). A

US uncertainty shock negatively affects EME’s output, consumer prices, stock prices,

exchange rates, and capital inflows while raising spreads and net exports. The nega-

tive effects on output and asset prices are weaker - but the effects on external balance

stronger - for Latin American EMEs. Bhattarai et al. (2020) attribute such heterogene-

ity to different monetary policy responses by Latin American countries to US uncer-
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tainty shocks. An analysis of central bank minutes confirms that Latin American EMEs

pay less attention to smoothing capital flows. Ahir et al. (2022) construct a World Un-

certainty Index (WUI) for 143 individual countries from 1996 onwards. This is defined

using the frequency of the word "uncertainty" in the Economist Intelligence Unit coun-

try reports. Globally, WUI spikes near the 9/11 attack, SARS outbreak, Gulf War II,

Euro debt crisis, El Niño, European border crisis, UK Brexit vote and the 2016 US elec-

tion. Uncertainty spikes tend to be more synchronized within advanced economies and

between economies with tighter trade and financial linkages. The level of uncertainty is

significantly higher in developing countries and is positively associated with economic

policy uncertainty and stock market volatility, and negatively with GDP growth. Ahir

et al. (2022) find that innovations in WUI foreshadow significant declines in output in

all countries, but in particular in emerging countries characterized by lower institutional

quality. Further investigations on the role of uncertainty in developing countries seem

to represent a promising way to go for a more complete understanding of the role of

uncertainty shocks.

Fernández-Villaverde et al. (2011) document the time-varying volatility in the world

real interest rates faced by Argentina, Ecuador, Venezuela, and Brazil. After estimating

a process for the real interest rate featuring stochastic volatility, they feed it into a

nonlinear open economy framework and show that, for these countries, an increase in

real interest rate volatility triggers a fall in output, consumption, investment, and hours

worked, and a notable change in the current account of the economy. Born and Pfeifer

(2014b) reach the same qualitative (although different quantitative) conclusions.

An important point made by Groshenny et al. (2021) is that different types of

uncertainty have a different effect on open economies. The authors employ a panel VAR

to model data of a variety of emerging countries and estimate the impact of financial

uncertainty, global economic policy uncertainty, and trade policy uncertainty shocks on

their trade flows. They find that global economic and trade policy uncertainty shocks

substantially and persistently reduce the degree of openness of these economies, while

financial uncertainty shock exert a negligible effect, and mostly in the very short-run.

As pointed out Groshenny et al. (2021), the effect of global economic policy and trade

uncertainties is problematic, because the shrinkage of trade openness for these countries

is likely to be associated with a reduction in their overall wealth.

The use of data from emerging countries should help econometricians overcome

the endogeneity issue naturally affecting empirical studies involving uncertainty and

business cycle measures. This is because emerging countries are typically hit by external
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shocks coming from the rest of the world, which are likely to be exogenous to emerging

countries’business cycles (Bloom (2017)).

2.8 Macroeconomic policies are weaker in presence of uncer-
tainty

Pellegrino (2018, 2021) works with nonlinear Interacted VAR models and finds that

monetary policy shocks affect the US and Euro area business cycle more weakly in

periods of high uncertainty. In his empirical framework, which allows uncertainty to

endogenously respond to macroeconomic shocks, the response of uncertainty to a mon-

etary policy shock is found to be significant. A similar finding is proposed by Aastveit

et al. (2017), and - with different types of nonlinear frameworks - by Eickmeier et al.

(2016) and Castelnuovo and Pellegrino (2018). The last paper interprets the lower

effectiveness of monetary policy shocks in presence of high uncertainty by estimating

a (linearized) medium-scale DSGE model in a state-dependent fashion. The authors

finds that in presence of uncertainty the slope of the Phillips curve is steeper. Hence,

all else being equal, a shift in aggregate demand triggered by a monetary policy shock

has a lower impact on output (for a related paper, see Vavra (2014b)). Caggiano et al.

(2022) focus instead on systematic monetary policy. They find it to be less effective in

stabilizing the business cycle when an uncertainty shock materializes during recessions,

which - as pointed out above - are typically characterized by high levels of uncertainty.

A possible interpretation of this result is the diffi culty of influencing agents’decisions

by policymakers (the central bank in this case) when uncertainty is high and, therefore,

the real option value of waiting until the "smoke clears" is high too (Bloom (2009),

Bloom et al. (2018)). De Pooter et al. (2021) find that a monetary policy shock is

followed by a stronger response of the medium-to-long end of the term structure of

interest rates when monetary policy uncertainty is low. Digging deeper, they find that

primary dealers are more active in adjusting their positions in the US Treasury mar-

ket and their exposure to interest rates when policy uncertainty is low. A somewhat

connected literature is the one on the effects of monetary policy shocks on financial

and macroeconomic volatility. Bekaert et al. (2013) estimate recursive VARs for the

US economy and finds that a monetary policy shock increases financial volatility. This

result is driven by the increase both in risk and uncertainty, with the response of the

former being stronger than the latter.

The literature has also investigated the connection between uncertainty and fis-
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cal policy. Ricco et al. (2016) find that the effectiveness of unsystematic fiscal policy

interventions is lower when fiscal policy uncertainty is high. This is an interesting find-

ing, because recent research finds that fiscal spending shocks are actually associated

to larger fiscal multipliers in recessions (Auerbach and Gorodnichenko (2012), Auer-

bach and Gorodnichenko (2013), Caggiano et al. (2015)), perhaps due to a confidence

channel (Bachmann and Sims (2012), Figueres (2015)), although not all contributions

in the extant literature confirm this result (Ramey and Zubairy (2018)). This begs

the question: Is the state of the business cycle or that of uncertainty one should look

at to correctly quantify the role of fiscal spending shocks? Alloza (2018) estimates the

impact of government spending shocks on economic activity during periods of high and

low uncertainty and during periods of boom and recession. He finds that government

spending shocks have larger impacts on output in booms than in recessions and during

tranquil times than uncertain times. He attributes the differences between his findings

and those in the literature to details about the definitions of recessions and the way in

which the transition from a state of the business cycle to another is modeled. Turn-

ing to open economies, Ismailov and Rossi (2018) use Consensus survey forecasts to

construct an index of exchange rate uncertainty for five economic areas, i.e., Canada,

Switzerland, England, Japan, and the Euro area. Then, they estimate uncovered inter-

est parity (UIRP) equations admitting for state-dependent parameters, i.e., parameters

that may change when the economy switches from a high uncertainty regime to a low

uncertainty state. They find that, while UIRP does not hold when uncertainty is high,

it is actually supported by the data when uncertainty is low. Given the contribution of

monetary policy shocks and systematic monetary policy to the exchange rate dynamics,

we see this evidence as linking monetary policy to the UIRP, also in light of the effects

that monetary policy shocks may have on uncertainty (Pellegrino (2021)).

The impact of uncertainty on the effectiveness of macroeconomic policies seems to

represent an important research avenue. This is potentially true also when it comes to

macro-financial policies designed to reduce fluctuations in asset prices. This statement

is supported by recent evidence on the role of uncertainty as an element "filtering"

the effects of shocks on agents’portfolio decisions. Schmalz and Zhuk (2019) propose

and empirically support a Bayesian learning model that predicts that investors react

more strongly to news in downturns than in upturns when they are uncertain about

individual assets’risk loadings.
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2.9 Monetary policymakers act as risk managers

Evans et al. (2015) estimate a battery of Taylor rules and show that the Greenspan

period can be described by a systematic response of the policy rate to measures of

uncertainty even after controlling for inflation and output (which are the typical ar-

guments on the right-hand side of a monetary policy rule). Caggiano et al. (2018)

elaborate on Evans et al. (2015) and show that the evidence in favor of a risk manage-

ment approach by the Federal Reserve and conditional on financial volatility is confined

to the Greenspan-Bernanke policy regimes. Moreover, they propose a novel object,

i.e., the risk management-driven policy rate gap, which measures the impact of the

risk management approach by the Fed on the federal funds rate. They find the risk

management-driven policy rate gap to be as large as 75 basis points (equivalent to

three standard policy moves by the Federal Reserve) in correspondence with finan-

cial volatility-triggering events such as the Black Monday and the 2008 credit crunch.

Castelnuovo (2019) estimates the response of the US yield curve to a change in US

financial uncertainty as proxied by the financial uncertainty measure constructed by

Ludvigson et al. (2021b). He finds both short and long term rates to temporarily de-

crease, with the yield curve steepening in the short run before going back to its pre-shock

slope. Ponomareva et al. (2019) construct a novel measure of uncertainty using data on

monetary policy recommendations given by members of the shadow board of Reserve

Bank of Australia. They find that the Reserve Bank of Australia tends to lower the cash

rate when predictions about the future policy decisions by the RBA are very different

among experts, a result that is robust to using other measures of uncertainty. This

evidence is consistent with the risk management approach mentioned above. However,

it has to be kept in mind that other contributions on Taylor rules point to a systematic

response by monetary policymakers to indicators such as, for instance, money growth

(Ireland (2001), Castelnuovo (2007), Canova and Menz (2011), Castelnuovo (2012)),

credit spreads (Castelnuovo (2003), Caldara and Herbst (2018)), stock prices (Casteln-

uovo and Nisticò (2010), Furlanetto (2011)), or to richer policy rate dynamics (Clarida

et al. (2000), Ascari et al. (2011), Coibion and Gorodnichenko (2011, 2012). Then, is

the evidence in favor of a systematic response to measures of uncertainty a genuine one,

or is it spurious and due to an omitted variable problem? Further investigations are

needed to address this question.
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2.10 Macroeconomic policies can generate uncertainty

Monetary policy can generate uncertainty because of issues related to communication

and credibility. The same issues affect fiscal policy, which is also characterized by delays

related to decisions (often diffi cult in countries where the leading parties do not enjoy a

large majority in Parliament) and implementation (fiscal policy is typically associated to

multi-year plans). Hence, it is perhaps not surprising that both policies are associated

to uncertainty.

Mumtaz and Zanetti (2013) study the impact of monetary policy uncertainty us-

ing a VAR framework featuring time-varying variance of monetary policy shocks via a

stochastic volatility specification and a volatility-in-mean effect which allows volatility

shocks to affect the endogenous variables of the VAR. They find a negative response of

the nominal interest rate, output growth, and inflation to a jump in monetary policy

volatility. They then propose a DSGE model with stochastic volatility to monetary

policy that generates similar responses. Istrefi and Mouabbi (2018) quantify mone-

tary policy uncertainty by accounting for both disagreement among forecasters over

predictions related to future interest rates and the perceived variability of future ag-

gregate shocks. They use this proxy, which they construct for the US, Japan, the UK,

Canada, Sweden, Germany, France, Italy, and Spain, to quantify the effects of uncer-

tainty shocks on these countries’business cycle. They find such effects to be large,

negative and persistent, with a distinct cross-country heterogeneity when it comes to

peak effects. Bundick et al. (2017) identify monetary policy uncertainty shocks using

unexpected changes in the term structure of implied volatility around monetary policy

announcements, which they construct following the methodology used to construct the

VIX. They find that an unexpected decline in the slope of implied volatility lowers term

premia in longer-term bond yields and leads to higher economic activity and inflation.

Their results suggest that forward guidance about future monetary policy can materi-

ally affect bond market term premia. Mumtaz and Theodoridis (2020) employ a VAR

model that allows shocks to affect second moments, and show that contractionary mon-

etary policy shocks are associated with higher macroeconomic volatility. They interpret

this fact with a nonlinear DSGE framework featuring Epstein-Zin preferences and labor

market frictions, and show that such frictions, joint with policy rate gradualism, are

important for describing their stylized facts. Following the keywords approach proposed

by Baker et al. (2016), Husted et al. (2020) construct a news-based index of monetary

policy uncertainty to capture the degree of uncertainty that the public perceives about
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central bank policy actions and their consequences. Working with a variety of differ-

ent VARs, they find that positive shocks to monetary policy uncertainty raise credit

spreads and reduce output, with effects that are comparable in magnitude to those of

conventional monetary policy shocks. To the extent that monetary (and fiscal) policy

moves are influenced by business cycle shocks, these findings are consistent with those

in Caldara et al. (2021b), who find that a business cycle shock can importantly affect

uncertainty and risk. Fasani et al. (2022) employ a proxy-FAVAR framework to esti-

mate the business cycle effects of monetary policy uncertainty shocks. As instrument,

they employ the residual from the regression of the conditional volatility of 1-year swap

rate 1-month ahead taken by Carlston and Ochoa (2016) over monetary policy surprises

on FOMC meeting days. They consider the three measures of policy surprises produced

by Rogers et al. (2018). Their FAVAR impulse responses point to a recessionary effect

due to the increase in monetary policy uncertainty, with a decrease in firms’entry and

a decrease in exit. They show that these stylized facts can be replicated with a DSGE

framework in which firms’entry and exit is endogenous. Interestingly, the effects of

monetary policy uncertainty may be nonlinear. Dahlhaus and Sekhposyan (2020) use

survey data to derive a measure of monetary policy uncertainty which they then model

with a battery of macroeconomic indicators to gauge the effects of a monetary policy

uncertainty shock. They find such a shock to be more powerful in phases of monetary

policy easing than during tightenings. Creal and Wu (2017) involve long term rates and

work with a term structure model that allows for second moments of macroeconomic

indicators and yields to exert first-order effects on the modeled variables. Their empir-

ical analysis points to the existence of two factors, which they interpret at monetary

policy uncertainty and term premium uncertainty. Also in their framework, uncertainty

is shown to have recessionary effects.

Central banks’policy liquidity is also an element surrounded by uncertainty. Jasova

et al. (2021) investigate the role played by the 2011 very Long-Term Refinancing Op-

eration, which implied a reduction in lender of last resort-related policy uncertainty.

Working with a novel granular dataset that perfectly matches the ECB monetary pol-

icy and market operations data, private repo market haircuts data, firm credit registry

and banks’ security holdings in Portugal, they find that banks more affected by the

reduction in such an uncertainty deleveraged at a slower pace. They show that this had

a positive and economically sizable impact on lending and real activity.

As anticipated above, fiscal policy uncertainty is also present in a number of coun-

tries. Baker et al. (2016) rank fiscal policy as the first driver of the elevated level of
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economic policy uncertainty during and after the Great Recession. Fernández-Villaverde

et al. (2015) estimate stochastic volatility processes for US capital taxes, labor taxes,

and government expenditures. When coupling these estimated processes with a non-

linear DSGE framework, they find that a jump in fiscal policy uncertainty is clearly

detrimental for the US business cycle. Ricco et al. (2016) propose a novel index which

measures the coordination effects of policy communication on private agents’expecta-

tions. Such index is based on the disagreement amongst US professional forecasters

about future government spending. When modeling this index with selected macro-

economic aggregates in a nonlinear VAR framework, they find that, in times of low

disagreement, the output response to fiscal spending innovations is positive and large,

mainly due to private investment response. Conversely, periods of elevated disagree-

ment are characterized by muted output response. Mumtaz and Surico (2018) estimate

a volatility-in-mean VAR framework to study the effects of fiscal spending, tax, and

public debt volatility on the US economy. They find debt uncertainty to have the

largest impact on real activity. A contribution on the role of political uncertainty in

the US in the aftermath of the global financial crisis is Born and Pfeifer (2014a).

Anzuini et al. (2017) estimate a fiscal policy rule with Italian data allowing for the

volatility of the fiscal policy shocks to vary over time. Then, they model said volatility

series with a number of macroeconomic indicators via a VAR framework, and find that

a shock to their fiscal policy uncertainty measure is one of the drivers of the Italian

business cycle (with a jump in uncertainty exerting a negative impact on real activity).

Belianska et al. (2021) document the effects of government spending uncertainty in the

Euro area. They first estimate a stochastic volatility model on European government

consumption and propose a measure of government spending uncertainty which they

plug into a VAR to show that an increase in uncertainty generates significantly negative,

persistent responses of real GDP, consumption, and investment. Then, they build up a

new Keynesian model with financial frictions related to the construction of a portfolio of

equity and long-term government bonds. They show that the imperfect substitutability

between these two assets generates a "portfolio effect" that acts as a multiplier of the

real effects of fiscal uncertainty shocks.

An event that has attracted a lot of attention is the Brexit referendum held in June

2018 and the uncertainty injected in the UK system and at a global level by UK’s de-

cision to leave the European Union. The Brexit event is unusual because it is a rare

example of very persistent uncertainty shock - three years after the "leave" decision, the

UK had not left the European Union yet, and uncertainty on the implementation of the
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exit strategy was still substantial. Bloom et al. (2019) exploit data from the Decision

Maker Panel (DMP), which is a large survey of UK firms currently featuring about

3,000 respondents per month, to gauge the costs of Brexit for the UK economy. Using a

difference-in-difference approach, they find the high and persistent uncertainty related

to Brexit to have negatively impacted investment (about 11% over the three years fol-

lowing the June 2016 vote) and productivity (2% to 5% over the same time span). They

associate the drop in productivity to the time managers need to spend to sort out the

consequences of Brexit and re-plan. Also, more productive, internationally-exposed,

firms are found to be more negatively impacted than less productive ones. Born et al.

(2020) employ synthetic control methods and find the output loss for the UK due to

Brexit to be about 2.4 percent by year-end 2018. Using an expectations-augmented

VAR, they find that this loss is to a large extent associated to a drop in growth ex-

pectations in response to the vote. While these studies point to large costs associated

to the uncertainty generated by the "leave" decision by the UK, other investigations

point to a more moderate contribution. Steinberg (2019) works with a DSGE model

with heterogeneous firms, endogenous export participation, and stochastic trade costs

to quantify the impact of uncertainty about post-Brexit trade policies. He calibrates

the model on 2011 data (when Brexit was not predictable), then assumes that either a

"soft Brexit" or a "hard Brexit" could realize in the future, the latter scenario being

characterized by higher trading costs after leaving the EU. According to his simulations,

the total consumption-equivalent welfare cost of Brexit for UK households is between

0.4 and 1.2 percent. However, less than a quarter of a percent of this cost is due to un-

certainty. Following Jurado et al.’s (2015) econometric strategy, Redl (2020) employs a

data-rich approach to construct proxies for financial and macroeconomic uncertainty for

eleven developed countries. He combines this information with the one regarding close

elections, which he interprets as macro uncertainty-generators, and periods of finan-

cial stress, which he associates to exogenous changes in financial uncertainty. He finds

evidence in favor of the contractionary effects of macroeconomic uncertainty shocks,

which emerge as more powerful drivers of the business cycle than financial uncertainty

disturbances. Working with text data, Hassan et al. (2020) investigate the propaga-

tion of uncertainty shocks at the firm level. They find significant effects on firms in

81 countries, with substantial losses of their market value and a dramatic reduction

in their hiring and productive investment. Finally, it is worth noting that uncertainty

can facilitate political reforms that would not otherwise be implemented. Bonfiglioli

et al. (2021) exploit exogenous differential variations in countries’exposure to foreign
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volatility shocks to identify the causal effects of financial volatility on the adoption of

reforms. They find this effect to be positive, i.e., financial uncertainty increases the

likelihood of political reforms - namely, an increase in deregulation indices related to a

variety of sectors.

3 Uncertainty spillovers and global uncertainty

Most of the empirical analysis on the macroeconomic effects of uncertainty shocks have

entertained the assumption of "autarkic" economies, i.e., economies where domestic

shocks are the unique drivers of the business cycle. However, a fast growing literature

has recently focused on the effects of external shocks. Two strands can be identified.

The first one deals with uncertainty spillovers, i.e., the effects on a country i of an hike

in uncertainty originating in a country j, with i 6= j. The second one focuses on global
uncertainty, a concept that regards uncertainty-inducing events occurring all around

the globe. We analyze these two interconnected strands of the literature in turn.

Before doing so, a note is in order. In dealing with uncertainty spillovers or global

uncertainty, one has to take a stand on what is "domestic" and what is "foreign".

While conceptually this separation is neat, empirically it is very tricky. For instance, are

measures of financial volatility in the US - such as the VIX, or the VXO - truly domestic?

As a matter of fact, the VIX is often used as a proxy for the global financial cycle or the

global risk appetite (see, e.g., Miranda-Agrippino and Rey (2020)). Moreover, the VIX

has a correlation of 0.86 with the global financial uncertainty index recently put forth by

Caggiano and Castelnuovo (2022). The diffi culty of drawing a line in today’s financial

environment that is characterized by a variety of interconnections among different stock

markets worldwide is tangible. Hence, while below some papers are classified as dealing

with uncertainty spillovers and others as focusing on global uncertainty, in light of the

correlations discusses above, one should take such classifications with a grain of salt.

With this caveat in mind, we now turn to uncertainty spillovers.

3.1 Uncertainty spillovers

Colombo (2013) estimates a VAR framework modelling US and Euro area indicators and

finds that a jump in economic policy uncertainty in the former area exerts a significant

effect on inflation and output in the latter. A similar exercise, which also proposes a

novel measure of uncertainty for China, is conducted by Huang et al. (2018). They find

the spillover effect to be unidirectional and go from the US to China. Klößner and Sekkel
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(2014) study economic policy uncertainty spillovers for Canada, France, Germany, Italy,

United Kingdom and United States. They find sizeable spillovers across countries, with

the US and the UK playing the role of big exporters of uncertainty during the Great

Recession. Caggiano et al. (2020a) estimate a non-linear smooth-transition VAR model

designed to quantify the effects of US EPU shocks on the Canadian economy when the

latter is in an economic boom vs. bust. They find that such shocks exert a substantial

effect on the Canadian unemployment rate, with a stronger effect when the Canadian

economy’s growth rate is below its historical average. Interestingly, evidence of negative

spillovers is present also when analyzing the US-UK economies, with EPU shocks in

the former affecting unemployment in the latter. Benigno et al. (2012) estimate the

macroeconomic effects of a jump in the US monetary policy uncertainty for the G7

countries. Their VAR analysis finds an increase in monetary policy uncertainty to

be followed by an appreciation of the US dollar in the medium run. Differently, an

increase in the volatility of productivity leads to a dollar depreciation. They propose

a general-equilibrium theory of exchange rate determination based on the interaction

between monetary policy and time-varying uncertainty which is able to replicate their

stylized facts. Angelini et al. (2018) investigate macroeconomic uncertainty shocks

spillovers in four Eurozone countries. They work with a VAR model featuring a core

economy (Germany) and an Euro area periphery (France, Italy, Spain). Uncertainty

shocks are allowed to spread from one country to another, with potential feedback from

the periphery economies to the core one. They find evidence in favor of uncertainty

spillovers among the Eurozone countries, with some feedback from periphery economies

to the core economies during the financial crisis period. Liu and Sheng (2019) build a

measure of US macroeconomic uncertainty by exploiting the information contained in

the forecasts collected by the survey of professional forecasters. A VAR analysis points

to a significant spillover effect going from US uncertainty to real GDP (which responds

negatively to jumps in US uncertainty) in Brazil, Russia, India, and China.

Fernández-Villaverde et al. (2011) document the time-varying volatility in the world

real interest rate faced by four emerging economies, i.e., Argentina, Brazil, Ecuador, and

Venezuela. Then, they feed this process in a small-scale open economy model approxi-

mated at the third order around the steady state to account for the role of uncertainty

and, consequently, precautionary savings. They show that, in equilibrium, a jump in

the real interest rate volatility triggers a fall in consumption, investment, hours, and

debt. Born and Pfeifer (2014b) confirm that a jump in interest rate volatility implies

a negative response of the business cycle in the four Latin American countries indi-
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cated above (although their estimates point to a milder response of real activity than

the one documented in Fernández-Villaverde et al. (2011)). Mumtaz and Theodoridis

(2015) use a volatility-in-mean VAR and find that a one standard deviation increase

in the volatility of the shock to US real GDP leads to a decline in UK GDP of 1%

relative to trend and a 0.7% increase in UK CPI relative to trend at the two-year hori-

zon. They show that these facts are consistent with the predictions coming from a

nonlinear open-economy DSGE model in which foreign "supply" shocks are simulated.

Using Australia as a case-study, Tran (2021) investigates the real effects of commodity

price uncertainty (related to China’s shifting demand of commodities). His VAR analy-

sis reveals that commodity price uncertainty exerts a larger business cycle effect than

financial, economic, and trade policy uncertainties. He interprets the effects of com-

modity price uncertainty via a nonlinear medium-scale new Keynesian model which

allows for household’s precautionary savings.

Carrière-Swallow and Céspedes (2013) quantify the effects of uncertainty spillovers

by studying large jumps in the US financial volatility. Working with data related to

40 countries (20 developed, 20 emerging), they find heterogenous effects of uncertainty

shocks. Developed economies suffer less in relative terms with respect to EMEs, which

experience substantially more severe falls in investment and private consumption fol-

lowing an exogenous uncertainty shock, take significantly longer to recover, and do not

experience a subsequent overshoot in activity. Carrière-Swallow and Céspedes (2013)

show that the credit channel can account for up to one-half of the increased fall in

investment generated by uncertainty shocks among EMEs with less-developed financial

markets. As already pointed out above, Bhattarai et al. (2020) study the spillover effects

of US uncertainty shocks in a panel VAR of fifteen emerging market economies (EMEs),

and find economically significant effects on a variety of indicators. Miescu (2018) works

with a panel proxy SVAR featuring a hierarchical structure to model the effects of un-

certainty shocks on fifteen EMEs. After building up a measure of global uncertainty

by using a large international dataset and the methodology proposed by Jurado et al.

(2015), she employs innovations to global uncertainty as instruments to circumvent the

business cycle-uncertainty endogeneity. She finds that uncertainty shocks cause severe

falls in GDP and stock price indexes, depreciate the currency, and increase consumer

prices. Differently, the response of monetary policy is ambiguous.
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3.2 Global uncertainty

A related strand of the literature has recently investigated the macroeconomic con-

sequences of shocks to global uncertainty. Figure 2 plots three measures of global

uncertainty, i.e., the global economic policy uncertainty (GEPU) measure proposed by

Baker et al. (2016) and Davis (2016); the global financial uncertainty (GFU) measure

recently proposed by Caggiano and Castelnuovo (2022); and the trade policy uncer-

tainty (TPU) measure proposed by Caldara et al. (2020). These three measures display

interesting heterogeneities. For instance, the global peak of GFU materializes in corre-

spondence of the Great Recession, and its second spike is clearly related to the advent

of the COVID-19 pandemic. A "reverse ordering" between these two events is signalled

by GEPU, whose global peak clearly corresponds to the early phase of the pandemic.

Quite interestingly, the TPU index does not move much during the Great Recession,

but increases in association with the Trump election and massively increases in corre-

spondence of the US-China trade war and then during the pandemic.

These and other indices of global uncertainty have been employed to gauge the global

effects of uncertainty shocks. Ahir et al. (2022) propose a world uncertainty index (WUI)

based on the machine-driven reading of the Economist Intelligence Unit country reports.

They find a jump inWUI equal to a change in the average value of the index from 2014 to

2016 to be associated to a drop in output of about 1.4 percent after 10 quarters. Caldara

and Iacoviello (2022) construct a monthly indicator of geopolitical risk based on a tally of

newspaper articles covering geopolitical tensions, and examine its evolution and effects

since 1985. The geopolitical risk (GPR) index spikes around the Gulf War, after 9/11,

during the 2003 Iraq invasion, during the 2014 Russia-Ukraine crisis, and after the

Paris terrorist attacks. A VAR analysis based on monthly, post-1985 US data point

to a decline in real activity, lower stock returns, and movements in capital flows away

from emerging economies and towards advanced economies following an unexpected

increase in GPR. Moving from text-based investigations to model-based ones, Redl

(2017) employs the methodology proposed by Jurado et al. (2015) to construct a global

macroeconomic uncertainty index with a variety of macro and financial aggregates of

industrialized countries around the world with the exception of the UK. Such global

index correlates with both the UK macro uncertainty index constructed by the same

author (0.52), and with the UK financial uncertainty one (0.74).

Berger et al. (2016) use real GDP quarterly data of 20 OECD countries spanning

the period 1970Q1-2013Q4 to identify global and country-specific measures uncertainty
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for a large OECD country sample via a dynamic factor model with stochastic volatility.

Their evidence points to major jumps in global uncertainty in the early 1970s and

late 2000s, and a number of periods with elevated levels of either global or national

uncertainty, particularly in the early 1980s, 1990s and 2000s. VAR impulse responses

of national macroeconomic variables reveal that global uncertainty is a major driver of

the business cycle in most countries, whereas the impact of national uncertainty is small

and frequently insignificant. Their evidence points to investment and trade flows (as

opposed to consumption) as the main transmitters of global uncertainty shocks to the

business cycle. In a related paper, Berger et al. (2017) identify global macroeconomic

uncertainty using a dynamic factor model with stochastic volatility. Applying this

methodology to quarterly output and inflation data for 20 OECD countries over the

period 1970Q1-2012Q4, they find the early 1970s and early 1980s recessions as well as

the Great Recession to be associated with increases in uncertainty at the global level.

Global uncertainty is also found to negatively affect country-level business cycles and

raise inflation rates. Dibiasi and Sarferaz (2020) carefully work with initial releases

and final estimates of macroeconomic indicators to estimate the conditional volatility

of the error corresponding to the unpredictable part of revisions in GDP growth for

39 countries. Weighting country-specific uncertainty estimates, they then construct a

measures of global uncertainty. Working with country-specific VARs as well as a VAR

for the G7 aggregate, they show that unexpected changes in their uncertainty measures

are (temporarily) recessionary. Then, they use their newly created international set of

indicators to investigate the role of labor adjustment costs in transmitting uncertainty

shocks. They do so by splitting the set of countries in their dataset into countries

characterized by a high employment protection legislation and countries that feature

a low employment protection legislation. Working again with a VAR analysis, they

show that the degree of labor protection plays a crucial role for the real effects for

uncertainty shocks, with a larger real effect recorded for the countries affected by a

higher employment protection. Working with differently calibrated versions of Bloom

et al.’s (2018) model - the crucially calibrated parameter being that regulating firing

costs, which they take as a proxy for the costs related to employment protection - they

show that such a framework is able to rationalize their empirical findings.

Mumtaz and Theodoridis (2017) employ a factor model with stochastic volatility to

model quarterly macroeconomic and financial variables of 11 OECD countries over the

period 1960Q1-2013Q3. They decompose the time-varying variance of macroeconomic

and financial variables into contributions from country-specific uncertainty and uncer-

36



tainty common to all countries. They find that global uncertainty plays an important

role in driving the time-varying volatility of nominal and financial variables, and that

the cross-country co-movement in volatility of real and financial variables has increased

over time. They interpret their empirical facts with a two-country DSGE model fea-

turing Epstein-Zin preferences. Such model points to increased globalization and trade

openness as the possible forces behind the increased cross-country correlation in volatil-

ity. Carriero et al. (2019b) study the drivers of country-specific inflation rates using

a framework that allows for commonality in both levels and volatilities, in addition

to country-specific components. They find that a substantial fraction of country-level

inflation volatility can be attributed to a global factor that is also driving inflation lev-

els and their persistence. The evolution of the Chinese PPI and oil inflation is found

to be relevant to understand that of global inflation, above all since the 1990s. Kang

et al. (2017) construct a global financial uncertainty index by conducting a principal

component analysis based on monthly data on stock market volatility for 15 OECD

countries. Then they run a VAR analysis that models their global uncertainty proxy

jointly with measures of global output growth, global inflation, and global interest rates.

Such global indicators are factors extracted from data of 40 OECD countries. They find

a significant drop in global output and inflation after a jump in global uncertainty. Oz-

turk and Sheng (2018) employ Consensus Forecast data over the period 1989-2014 to

construct measures of macroeconomic uncertainty for 45 countries. A weighted average

of such country-specific uncertainty indicators is then interpreted as global uncertainty.

Common uncertainty shocks produce the large and persistent negative response in real

economic activity, whereas the contributions of idiosyncratic uncertainty shocks is found

to be negligible. Working with a large-scale Bayesian VAR model with factor stochastic

volatility and volatility-in-mean effects, Cuaresma et al. (2019) investigate to what ex-

tent global uncertainty shocks are a driver of business cycle fluctuations in G7 countries.

They find shocks to their indicator of global uncertainty - which is strongly connected

to global equity price volatility - to be behind part of the business cycle fluctuations in

the countries considered in their study.

Caggiano and Castelnuovo (2022) propose a new index of global financial uncer-

tainty (GFU) by modeling monthly volatilities of stock market returns, exchange rate

returns, and long-term government bond yields of 42 countries for the 1992-2019 sample

with a dynamic factor framework à la Moench et al. (2013) that controls for regional

and country-specific effects. The GFU index is found to spike in correspondence of well

identified episodes of global financial markets turmoil. Then, Caggiano and Casteln-
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uovo (2022) run a VAR analysis jointly modeling the GFU index and state-of-the-art

measures of global financial cycle and global industrial production. GFU shocks are

identified with a novel combination of narrative, ratio, and sign restrictions. Their

VAR suggests that the cumulative world output loss recorded during and after the

global financial crisis would have been 20% lower in absence of GFU shocks. Bon-

ciani and Ricci (2020) construct a proxy for global financial uncertainty by extracting

a factor from about 1,000 risky asset returns from around the world. They study how

shocks to the factor affect economic activity in 36 advanced and emerging small open

economies over the 1990-2017 sample by estimating local projections in a panel re-

gression framework. While finding cross-country heterogeneity, the effect of a jump in

financial uncertainty is in general recessionary. Such effects are found to be stronger

in countries with a higher degree of trade and/or financial openness, higher levels of

external debt, less developed financial sectors, and higher risk rating.

Mumtaz and Musso (2021) build a dynamic factor model with time-varying para-

meters and stochastic volatility and use it to decompose the variance of a large set

of quarterly financial and macroeconomic variables for 22 OECD countries spanning

the sample 1960-2016 into contributions from country and region-specific uncertainty

vs. from uncertainty common to all countries. They find that global uncertainty plays

a primary role in explaining the volatility of inflation, interest rates and stock prices,

although to a varying extent over time. Region-specific uncertainty drives most of the

exchange rate volatility for all Euro Area countries and for countries in North-America

and Oceania, while uncertainty at all levels contribute to explaining the volatility of

real activity, credit, and money for most countries. All uncertainty measures are found

to be countercyclical and positive correlated with inflation. Carriero et al. (2020a) use

a large VAR to measure international macroeconomic uncertainty and its effects on

major economies with a large VAR in which the error volatilities evolve over time ac-

cording to a factor structure. The volatility of each variable in the system reflects time-

varying common (global) components and idiosyncratic components. In this model,

global uncertainty is allowed to contemporaneously affect the economies of the included

nations– both the levels and volatilities of the included variables. The analysis focuses

alternatively on quarterly GDP growth rates for 19 industrialized countries covering the

1985Q1-2016Q3 period and on a larger set of macroeconomic indicators for the U.S.,

Euro area, and United Kingdom spanning the 1985Q4-2013Q3 sample. Their estimates

yield new measures of international macroeconomic uncertainty, and indicate that un-

certainty shocks (surprise increases) lower GDP and many of its components, adversely
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affect labor market conditions, lower stock prices, and in some economies lead to an

easing of monetary policy. Carriero et al. (2019b) estimated a sophisticated multivariate

model with stochastic volatility that allows for a common component of the conditional

variance of the modeled series. They model inflation of 20 industrialized countries, and

find substantial commonality in the inflation volatilities, which has increased in the last

two decades. They point to Chinese PPI and oil inflation as the two major drivers of

this commonality since the early ’90s.

Ozturk and Sheng (2018) develop monthly measures of macroeconomic uncertainty

covering 45 countries and construct measures of common and country-specific uncer-

tainty using individual survey data from the Consensus Forecasts over the period of

1989-2014. Using a VAR analysis, they show that global uncertainty shocks are fol-

lowed by a large and persistent negative response in real economic activity, whereas

idiosyncratic uncertainty shocks are not found to be relevant drivers of the business cy-

cle. Cesa-Bianchi et al. (2020) employ a multi-country model to compute two common

factors, a "real" and a "financial" one. These factors are identified by assuming differ-

ent patterns of cross-country correlations of country-specific innovations to real GDP

growth and realized stock market volatility. They find that most of the unconditional

correlation between volatility and growth can be accounted for by the real common

factor. However, shocks to the common financial factor also have a large and persistent

impact on growth. In contrast, country-specific volatility shocks account for a moderate

amount of the growth forecast error variance.

4 Uncertainty and COVID-19

The advent of COVID-19 has brought along a huge uncertainty on the economic outlook

of a variety of countries, as displayed in Figure 2 and already documented by the

literature (see Dietrich et al. (2020), Baker et al. (2020c), Ludvigson et al. (2021a),

and Meyer et al. (2022)). But how large are the consequences of the COVID-19-related

uncertainty from a business cycle standpoint? This Section offers short summaries on

selected contributions.

Working with an interacted VAR à la Pellegrino (2021), Pellegrino et al. (2021)

model Euro area aggregates allowing for the impact of uncertainty shocks to depend

on the state of the average outlook for the economy measured by survey data. They

find the recessionary and deflationary impact of uncertainty shocks on real activity to

be three times larger during pessimistic times. Then, they used the estimated IVAR to
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simulate the business cycle impact of a sequence of uncertainty shocks that replicates

the increase in the observed VSTOXX - an index of implied financial volatility - since

the beginning of the COVID-19 pandemic in February 2020. Their analysis predicts

industrial production to drop about 9.2% (on an yearly basis) in the fourth quarter of

2020. This huge drop is due to the combination of a very large uncertainty shock and

a very negative economic outlook. As far as policy is concerned, their findings speak

in favor of the unprecedented fiscal and monetary policy responses to the pandemic.

From a normative standpoint, policymakers should communicate as clearly as possible

in order to boost confidence and ensure that extraordinary measures are taken when

rare negative events take place.

Altig et al. (2021a) analyze a variety of economic uncertainty indicators for the

United States and the United Kingdom before and during the COVID-19 pandemic.

In spite of the very different nature of such indicators (implied stock market volatility,

EPU à la Baker et al. (2016), indicators based on Twitter data, subjective uncertainty

about business growth, disagreement among forecasters on future GDP growth, and

an estimated measure of macro uncertainty based on a forecasting framework), all of

them point to a spectacular jump in uncertainty during the pandemic, with many of

them recording their global peak values conditional on the available data (although the

growth rate of such indicators differs greatly from one to another). Financial indica-

tors responded more quickly and temporarily, while broader measures of uncertainty

responded less rapidly but more persistently. Running recursive VARs, the authors

document a dramatic fall in industrial production (ranging between 12% to 19%) in

response to a jump in uncertainty comparable in size to the one observed at the begin-

ning of the pandemic. A similar strategy is followed by Gieseck and Rujin (2020), who

find that the uncertainty shock due to COVID-19 could be responsible for dampening

the expected rebound in activity in the Euro area by a cumulative 5% until mid-2021.

Caggiano et al. (2020b) estimate a tri-variate VAR that models the world industrial

production measure proposed by the OECD and updated by Baumeister and Hamil-

ton (2019), the global financial cycle measure put forth by Miranda-Agrippino and Rey

(2020), and the VIX as a proxy for global financial uncertainty. Then, they simulate the

response of world industrial production to a jump in uncertainty similar in size to the

one observed in the data in March 2020. They estimate the cumulative world industrial

production loss over one year to be equal to 14%. These dramatic figures are confirmed

by the VAR analysis by Baker et al. (2020a), which is based on the VAR estimated

by Baker et al. (2020b) on quarterly data for 38 countries for the period 1987-2017.
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After documenting the skyrocketing uncertainty affecting the US economy right after

the materialization of the pandemic according to a variety of indicators, they work with

the above-mentioned VAR and calibrate the uncertainty shock to replicate the dynam-

ics of stock market volatility observed during the first months of the pandemic. Their

estimated 90% confidence interval points to the possibility of a 20 percent year-on-year

contraction of the US real GDP.

Miescu and Rossi (2021) identify a COVID-19 shock by extracting it from a VAR

analysis conducted with a selection of the daily data available in the dataset put together

by Chetty et al. (2021). In particular, they work with information around days charac-

terized by large jumps in financial markets directly due to COVID-19-related news and

announcements as categorized by Baker et al. (2021) and major national newspapers.

What they find is that around these days economic volatility is significantly higher

than the one recorded in non-event days, a difference that they attribute to a single

shock termed "COVID-19-induced shock". Digging deeper, they show that this shock

can structurally be interpreted as an uncertainty shock, which is further shown to be

recessionary.

Carriero et al. (2020b) build on Carriero et al. (2018) and estimate a VAR that

allows for heteroskedasticity and in which the volatilities of the error terms share two

common factors - which the authors interpret as macroeconomic uncertainty and finan-

cial uncertainty - on top of idiosyncratic components. Importantly, their machinery

allows both types of uncertainty to exert a contemporaneous impact on the real and

financial cycles. One of the versions of the framework they propose is specifically de-

signed to accommodate for the abrupt changes in the volatility of several indicators

they model due to the pandemic. In particular, they allow for outliers in volatility to

control for the impact of such extreme observations. Carriero et al. (2020b) confirm

that both macroeconomic and financial uncertainty reached unprecedented levels dur-

ing the COVID-19 pandemic, and such a large increase of uncertainty contributed to

the recession. However, they also point out that such a contribution is estimated to be

small compared to the overall deterioration of the macro-financial conditions.

A natural question about the uncertainty triggered by the pandemic is on the future

of work. Leduc and Liu (2020a) notice that, while humans are susceptible to the virus,

robots are not. Hence, all else being equal, firms could have an incentive to switch

to more automated processes to reduce the risk of running periods of low productivity

due to the infection of part of their employees. On the other hand, uncertainty reduces

aggregate demand and negatively affects the returns from capital, therefore reducing the
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value of new investment in automation. Leduc and Liu (2020a) investigate this tension

with a new-Keynesian DSGE framework in which firms have to decide if to adopt a

robot to perform a set of tasks - only non-automated tasks translate into vacancies for

hiring workers. In this sense, robots represent a labor-substituting technology. They

find that job uncertainty stimulates automation, which mitigates the negative effects

of increased uncertainty on real activity. From a policy standpoint, uncertainty-driven

automation is deflationary and associated to a deterioration of employment in their

model, a prediction in line with their previous VAR analysis (Leduc and Liu (2016),

Leduc and Liu (2020b)).

Finally, an interesting question raised by the advent of the COVID-19 pandemic

regards supply chains. In general, being part of the global value chain can be a way

to deal with uncertainty and reduce external risks (for an analysis focused on Chinese

export firms, see Wang et al. (2022)). However, the diffi culty of finding a wide range of

goods going from the more obvious ones (hand sanitizers) to the slightly less obvious

ones (toilet paper) during different phases of the pandemic has unveiled the fragility of

the current structure of the supply chains in presence of an aggregate shock. Jiang et al.

(2021) investigate the design of a robust global supply chain in presence of uncertainty

shocks, where "uncertainty" here refers to the "unknown unknowns", i.e., a situation in

which firms do not know the distribution of the shocks they are facing. The investigation

is conducted by appealing to a robust control approach in which a min-max strategy is

designed for firms to avoid the dramatic scenario of a collapse of the global supply chain.

This calls for moving away from the "Just-in-Case" strategies (a competitor of the "Just-

in-Time" approach to manage inventories) adopted to reduce the dependency of a firm

from suppliers in presence of negative shocks hitting the chain to a novel "Just-in-Worst-

Case" approach where the uncertainty surrounding suppliers’ability to provide goods

leads a firm to dramatically change its decisions regarding the supply chain it refers

to (e.g., via a drastically different choice of the geographical location of the suppliers).

Interestingly, Jiang et al.’s (2021) model replicates the probability matching behavior

predicted by evolutionary psychology models where foraging species allocate resources

to maximize their survival probability while reducing that of competing species to grab

their resources. Further discussions on the role of risk for the design of global supply

chains are contained in Baldwin and Freeman (2021).
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5 Conclusions and avenues for future research

This survey has reviewed the most recent empirical research on the role of domestic un-

certainty, global uncertainty, and the uncertainty induced by the COVID-19 pandemic.

We have presented and discussed ten main takeaways related to the literature on the

macroeconomic effects of domestic uncertainty. Then, we have reviewed recent contri-

butions on uncertainty spillovers, global uncertainty, and their effects at a country and

global level. Finally, we have presented some of the contributions on the macroeconomic

and financial effects of the COVID-19 pandemic shock.

In closing his survey, Bloom (2014) wrote: "[...] there is still much about uncertainty

about which we remain uncertain." Since then, the profession has made huge steps in

terms of understanding the uncertainty-business/financial cycles connections, and this

survey has been at attempt to acknowledge these advances. At the same time, much

is still to be learned. Many areas represent fruitful avenues for future research. Let us

provide a few instances.

Sectoral uncertainty. Recent contributions have tried to isolate the role of sec-
toral uncertainty to have a better understanding on which sectors are mostly responsible

for the negative business cycle effects of uncertainty shocks. Segal (2019) constructs

measures of TFP volatility for the consumption and investment sectors. He shows that

the former is associated with a bust in real activity, while the latter with a boom. He

proposes a quantitative two-sector DSGE framework that features sticky prices and

Epstein-Zin preferences. His model is able to replicate his stylized facts: consumption

volatility brings real activity (consumption and investment) down due to precautionary

savings, which weaken aggregate demand and - in his demand-driven economy - out-

put. Differently, investment volatility incentivizes firms to cumulate capital and create

a buffer to smooth consumption and investment spending in case negative TPF shocks

realize. Ma and Samaniego (2019) work with firm-level forecast errors on earnings-

per-share to construct measures of aggregate and sectoral-specific uncertainty. They

find that industry uncertainty measures share of common factor that closely follows

aggregate uncertainty, while also containing sector-specific information. Uncertainty

measured among financial firms is documented to have greater economic impact that

uncertainty coming from non-financial sectors. Castelnuovo et al. (2021) employ data on

industrial production coming from a variety of production sectors in the US to estimate

a hierarchical model with stochastic volatility that allows for a common component

as well as sector-specific ones. They document that different sectors (in particular,
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durables and nondurables) experience a somewhat different evolution of uncertainty

over time. Moreover, a VAR exercise in which they control for aggregate uncertainty

reveals that while a shock to the level of uncertainty affecting durables is recessionary,

an uncertainty shock to nondurables is found to be expansionary. These findings point

to the importance of working with sectoral data to understand the different dynam-

ics triggered by uncertainty shocks in different sectors (characterized, for instance, by

different non-convex adjustment costs).

Accounting for indicator-specific uncertainty also seems to be relevant. Jo and

Sekkel (2019) work with survey forecasts on the US economy and show that an uncer-

tainty measure extracted as a common component from a factor stochastic volatility

model peaks in correspondence of three big recessions (1973-1975, 1980, and 2007-2009).

Differently, other recessions are characterized by increases in indicator-specific uncer-

tainties. Sectoral data can represent a precious source of information to dig deeper

and gain a better understanding on the channels responsible of the transmission of

uncertainty shocks to the real economy.

Vulnerable growth. Recent papers have advanced the idea that uncertainty shocks
may have nonlinear effects on the business cycle. As discussed in the text, to our

knowledge this has first been shown by Caggiano et al. (2014) conditional on the state of

the business cycle (an uncertainty shock exerts stronger real effects when the economy is

in a recession); by Caggiano et al. (2017b) conditional on the monetary policy regime in

place (uncertainty shocks have a more severe impact on real activity when the zero lower

bound is binding); and by Alessandri and Mumtaz (2019) conditional on the financial

cycle (the real effects of uncertainty shocks are stronger in presence of financial stress).

A nascent strand of the literature has extended these nonlinear investigations to the

"growth-at-risk" literature (Adrian et al. (2019)). Hengge (2019) shows that, when

adding uncertainty to predictive quantile regression for the growth rate of output that

feature financial conditions as covariate, macroeconomic uncertainty turns out to be a

significant regressor of the left-tail of the GDP growth conditional density. Moreover,

macroeconomic uncertainty is found to carry a larger weight than financial conditions

in the optimal predictive density, a result that holds true for a large sample of countries.

Jovanovic andMa (2022) document similar empirical evidence for the United States, and

interpret it via a microfounded framework in which rapid adoption of new technology

may generate higher economic uncertainty and cause a decline in productivity. Forni

et al. (2021a) combine a quantile regressions approach with a VAR approach to study the

effects of "good" uncertainty (characterized as the uncertainty related to quantiles of the
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conditional density of real activity over the median) and "bad" uncertainty (captured by

quantiles of the conditional density of real activity below the median). They find shocks

to bad uncertainty to be recessionary, while those to good uncertainty are documented

to be mildly expansionary. Castelnuovo and Mori (2022) work with a mixed-frequency

quantile regressions approach and predict the conditional density of real GDP growth

with monthly data on financial conditions. They show that measures of uncertainty and

skewness derived from selected quantiles of such a conditional density (an approach

recently implemented by, e.g., Salgado et al. (2019) and Forni et al. (2021a)) may

significantly differ from those derived from a conditional density estimated only with

quarterly data. These difference have implications for the computation of the impulse

responses to uncertainty and skewness shocks, with the impact of uncertainty (skewness)

shocks that turns out to be underestimated (overestimated) if monthly information of

financial conditions in not taken into account when predicting the conditional density of

output growth. A paper offering a unifying framework to study tail risks, first-moment

shocks, and uncertainty is Caldara et al. (2021a). The link between nonlinear effects of

uncertainty shocks and growth-at-risk appears to be a promising research avenue.

Optimal policies. The optimal response to uncertainty shocks is still to be iden-
tified from a theoretical standpoint. Bloom (2009) points to a trade-off between policy

"correctness" and "decisiveness", and conjectures that it may better to act decisively

(even if occasionally incorrectly) than to deliberate on policy, which could generate un-

certainty. Obviously, the answer on how to optimally tackle the macroeconomic effects

of uncertainty shocks may also depend on the underlying drivers of uncertainty and

the type of uncertainty faced by policymakers. What is driving uncertainty? Is fiscal

policy uncertainty the main driver of the business cycle? Are central banks reducing or

increasing uncertainty with their communications? Is macroeconomic uncertainty one

of the main drivers of the business cycle? Or is financial uncertainty behind swings in

real GDP, consumption, investment, unemployment? Is uncertainty a demand shock or

a supply shock? How does inflation respond to uncertainty shocks? Addressing these

questions is crucial for the optimal design of macroeconomic policies aiming at reducing

ineffi cient business cycle fluctuations due to uncertainty shocks.

Some researchers have already tried to tackle the question concerning the design

of an optimal macroeconomic policy in presence of uncertainty. Basu and Bundick

(2017) show that, in a new-Keynesian framework with time-varying volatility affecting

households’discount factor, a central bank tracking the natural real interest rate is

able to restore the effi cient allocation of resources because it "kills" the countercyclical
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markup mechanism behind the recessionary effects of uncertainty shocks. This result is

confirmed by simulations conducted by Pellegrino et al. (2022) in a model estimated to

replicate the recessionary effects induced by the large jump in uncertainty materialized

in the US during the Great Recession. Cho et al. (2021) show that such a result can also

be obtained via a Taylor rule that features an extremely aggressive systematic policy

response to fluctuations in inflation. The common intuition behind the results docu-

mented in these three papers is that monetary policy can "kill" firms’precautionary

pricing incentive and shut down the countercyclical markup channel responsible for the

ineffi cient allocation of resources after an uncertainty shock. Cho and Oh (2021) show

that identifying the source of the uncertainty shock is crucial to optimally design mon-

etary policy. If the uncertainty shock regards future productivity, optimal monetary

policy can achieve the joint stabilization of inflation and the output gap. Differently, a

cost-push uncertainty shock implies a trade-offbetween stabilizing inflation and real ac-

tivity. Favara et al. (2021) exploit the staggered introduction of anti-recharacterization

laws (i.e., laws that strengthened creditors’rights to repossess collateral allocated to

special purpose vehicles) in US states to assess if better access to debt markets can mit-

igate the effects of uncertainty on corporate policies. They find a positive answer, i.e.,

firms that face more uncertainty after the passage of the law are found to hoard less cash

and increase payouts, leverage, and investment in intangible assets. Their findings point

to the desirability of policies designed facilitate firms’access to debt markets, something

that could shield themselves against fluctuations in uncertainty and foster investment

in intangible capital. Gross and Hansen (2021) analytically derive an n-order accurate

approximation of optimal policy for a wide class of nonlinear DSGE frameworks that

seems to be promising for studying the optimal monetary and fiscal policy response to

various types of uncertainty shocks.

Climate change uncertainty. The IMF identifies "three Cs" currently injecting
uncertainty in the economic systems around the globe: COVID-19, cryptocurrencies,

and climate change (International Monetary Fund (2021)). Focusing on the latter,

climate-related risks are particularly diffi cult to assess because their probability to occur

is not necessarily well reflected in past data. Moreover, there is substantial uncertainty

on the magnitude of their impact at a global level, and on the "if" and "when" on the

possible materialization of tail risks. How relevant is climate change uncertainty? This

is a nascent literature that has already produced interesting research. First off, it is

important to stress that climate change uncertainty is relevant in this context on top

of the effects caused by an increase in the level of the global temperature. Alessandri
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and Mumtaz (2021) estimate a panel VAR with stochastic volatility for 133 countries

between 1961 and 2005. They find the ex-ante temperature risk (i.e., the volatility of

the residual component of annual temperatures that cannot be predicted via past data)

to have increased steadily over time in all regions in their dataset. Moreover, they show

that this risk matters from a macroeconomic standpoint. Controlling for the level of

the temperature, an increase of one degree (Celsius) of the latter’s volatility is found to

be responsible of an average drop in real GDP growth of 0.9 percent, and an increase

in the volatility of real GDP growth of 1.3 percent. Turning to policy, Fried et al.

(2021) investigate the consequences of having uncertainty surrounding the imposition

of a carbon tax in the future. They do so by developing a model characterized by agents

investing in long-lived, sector-specific assets (coal power plants, wind farms). Inference

on firms’beliefs about the probability of a future carbon tax is conducted by using data

on observed internal carbon prices, i.e., carbon prices levied by firms on themselves.

The main findings are the following: i) climate policy risk induces firms to tilt their

investment portfolio towards cleaner technologies, which also implies a lower level of

investment overall; ii) the consequent reduction in emission due to the risk of facing an

(uncertain) future carbon tax is far from negligible. Hence, ignoring climate policy risk

when modeling the climate change effects on investment may lead to overstate welfare

costs and emissions reductions related to the actual implementation of a carbon tax

policy. Following the strategy popularized by Baker et al. (2016), Gavriilidis (2021)

builds up an index of climate policy uncertainty (CPU) by relying on the frequency of

articles in eight major newspapers in the US reporting climate change-related keywords.

He shows that such index correlates with well-known events related to climate policy

(e.g., policymakers’speeches about climate change or decisions related to carbon taxes).

Then, he runs a VAR analysis and shows that unexpected changes in CPU are correlated

with changes in carbon dioxide emissions.

There is still much about uncertainty about which we remain uncertain. The re-

search agenda on uncertainty will certainly be an exciting ones for many years to come.
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